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## MONA ABDULNASSER HUNAIBER


#### Abstract

Many phenomena that occur in engineering, chemical, physical, biological and social sciences can be modeled mathematically in the form of either ordinary or partial differential equations. We will focus our efforts in this thesis on the equations that are classified as second order linear partial differential equations. More precisely, boundary value problems involving Laplace's and Poisson's equations with Dirichlet, Neumann and Robin problems. There are many studies that dealt with Laplace's equation and Poisson's equation in terms of dimensions applications and methods of solving them. We study these equations in rectangular coordinates and spherical coordinates. We will focus on some particular methods of solution, ones based on the theory of Fourier series. It is a special case of a more general method called separation of variables. The idea of this general method is finding solutions that are products of functions of one variable, such that other solutions are obtained from incoming, in general, infinite sums of such product functions.

The other methods are the double Laplace-Shehu transform, double Laplace-Aboodh transform and triple Laplace-Aboodh-Sumudu transform.
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## PREFACE

The study of partial differential equations is at the crossroads of scientific computing, mathematical analysis, topology, measure theory, differential geometry and many other branches of mathematics. Partial differential equations can be used to describe an extensive diversity of phenomena such as electrostatics, diffusion, sound, quantum mechanics, gravitation, elasticity, fluid dynamics and electrodynamics, etc. Almost all cases in many engineering and scientific fields are designed using these equations. In this thesis, our contribution is to introduce a new double integral transforms to solve linear partial differential equations and study their properties.

This thesis is divided into four chapters, the main results in the last chapter have been published in three research papers which have been presented in the Albaydha University Journal (2021), Global Scientific Journals (2022) and Journal of Applied Mathematics and Computation (2022).

The content of all chapters are concisely summarized below:
Chapter 1: The first chapter begins with the introduction of partial differential equations, some basic concepts and notations. Also, we have given types of linear partial differential equations and some methods to solve them.

Chapter 2: In this chapter, we have introduced the second order linear partial differential equations and dealt with the Laplace equation in rectangular coordinates
in two, three and four dimensions with boundary value problems. Also, we deal with Poisson equation with boundary values problems. In addition, we present the fundamental solution of Laplace and Poisson equations and some concepts and theorems.

Chapter 3: The Laplace equation and Poisson equation in spherical coordinates with boundary conditions are considered in the introduce chapter.

Chapter 4: This chapter present new methods to solve some linear partial differential equations such Laplace and Poisson equations. This methods are the double LaplaceShehu transform, the double Laplace-Aboodh transform and Triple Laplace-AboodhSumudu Transform. We introduced some properties, some elementary functions of these transforms and solving Laplace, Poisson, Heat and Wave equations by these integral transforms.

## NOTATION AND SYMBOLS

- $\mathbb{R}^{n}$ Euclidian space of dimension $n$.
- $O$ Open subset of $\mathbb{R}^{n}$.
- $\mathcal{D}^{\alpha}$ Operator $\frac{\partial|\alpha|}{\partial x_{1}^{\alpha_{1}} \partial x_{2}^{\alpha_{2}} \ldots \partial x_{n}^{\alpha_{n}}}, \alpha \in \mathbb{N}^{n},|\alpha|=\sum_{i=1}^{n} \alpha_{i}$.
- $\omega_{n}$ Area of unit sphere of $\mathbb{R}^{n}, \omega_{n}=2 \pi^{n / 2} / \Gamma(n / 2)$.
- $\Gamma(x)$ The Gamma function: $\Gamma(x)=\int_{0}^{\infty} e^{-\rho} \rho^{x-1} d \rho \quad x>0$.
- $\nabla^{m}$ The collection of all partial derivatives of order m.
- $P_{n}(x)$ Legendre polynomial.
- $P_{m}^{n}(x)$ Associated Legendre functions.
- $\nabla$ Gradient: $\nabla u=\left(\frac{\partial u}{\partial x_{1}}, \frac{\partial u}{\partial x_{2}}, \ldots, \frac{\partial u}{\partial x_{n}}\right)$.
- $\frac{\partial u}{\partial \nu}=(\nabla u, \nu), \nu \in \mathbb{R}^{n},|\nu|=1$.
- $\Delta$ Laplace's operator (Laplacian): $\Delta u=\sum_{i=1}^{n} \frac{\partial^{2} u}{\partial x_{i}^{2}}$.
- $\mathcal{C}^{m}(\Omega) \quad$ Space of $m$ times continuously differentiable functions on the open set $\Omega \subset \mathbb{R}^{n}$.
- $\mathcal{C}^{m}(\bar{\Omega}) \quad$ Space of functions $u \in \mathcal{C}^{m}(\Omega)$ whose partial derivatives until order $m$ extend continuously on $\bar{\Omega}$.
- $\bar{\Omega}=\Omega \cup \partial \Omega$.
- $B_{r}(x)$ Open ball of $\mathbb{R}^{n}$ of center $x$ and radius $r$.
- $\tau_{f}$ The Newtonian potential of the function $f$.
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## CHAPTER 1

## InTRODUCTION

### 1.1 Introduction

Partial differential equations (PDEs) are the principal means of providing mathematical models in engineering, science, physics and other fields. Partial differential equations are important tools for the study of all kinds of natural phenomena and they are widely used to explain various physical laws. In physics for example, the heat flow and the wave propagation phenomena are well described by partial differential equations. They are often too convoluted to be solved analytically. Though one obtain the exact solution of some problems it includes difficult to interpret the solutions or it is much tedious calculations. The effort to overcome this difficulty led to the invention of different analytical methods to solve them.

### 1.2 Basic Concepts and Notations

Definition 1.2.1.[34] A partial differential equation (PDE) is an equation involving an unknown function of two or more variables and certain of its partial derivatives. Partial differential equations are either linear or nonlinear. In the linear partial differential equations the dependent variable and all its derivatives appear in a linear form. They model, for instance, heat transfer, fluid flows, wave propagations, vibrations, and elastic or plastic deformations or displacements. The most known partial differential equations are Laplace, Poisson, wave and heat equations.

A nonlinear partial differential equation can be described as a partial differential equation involving nonlinear terms. A partial differential equation is an identity that relates the dependent variable $u$, the independent variables, and the partial derivatives of $u$ [37]. The general partial differential equation in two independent variables of first order can be written as

$$
\begin{equation*}
F\left(x, y, u, u_{x}, u_{y}\right)=F\left(x, y, u(x, y), u_{x}(x, y), u_{y}(x, y)\right)=0 \tag{1.2.1}
\end{equation*}
$$

and the order of an equation is the highest derivative that seems. The general second order partial differential equation in two independent variables is

$$
\begin{equation*}
F\left(x, y, u, u_{x}, u_{y}, u_{x x}, u_{x y}, u_{y y}\right)=0 \tag{1.2.2}
\end{equation*}
$$

For a positive integer number $m$, the general formula of an $m^{t h}$-order partial differential equation in a domain $\Omega \subset \mathbb{R}^{n}$ is given by

$$
\begin{equation*}
F\left(\nabla^{m} u(x), \nabla^{m-1} u(x), \ldots, \nabla u(x), u(x), x\right)=0, \quad \text { for } \quad x \in \Omega \tag{1.2.3}
\end{equation*}
$$

where $F: \mathbb{R}^{n^{m}} \times \mathbb{R}^{n^{m-1}} \times \mathbb{R}^{n^{m-2}} \times \ldots \times \mathbb{R}^{n} \times \mathbb{R} \times \Omega \rightarrow \mathbb{R}$ is continuous function and $u$ is a $C^{m}$-function in $\Omega$. A $C^{m}$-solution $u$ satisfying the above equation in the pointwise sense in $\Omega$ is called a classical solution [37].

A linear partial differential equation is an equation of the form

$$
\begin{equation*}
L u=f, \tag{1.2.4}
\end{equation*}
$$

where $L$ is a linear differential operator, such that

$$
\begin{equation*}
L: \mathcal{C}^{m}(\Omega) \rightarrow \mathcal{C}(\Omega), \quad L u=\sum_{|\alpha| \leq m} a_{\alpha}(x) \mathcal{D}^{\alpha} u . \tag{1.2.5}
\end{equation*}
$$

Here $a_{\alpha}, f \in \mathcal{C}(\Omega)$ are given functions, where the functions $a_{\alpha}(x)(|\alpha| \leq m)$ are called the coefficients of the differential operator. If $f=0$, one says the equation is homogeneous [62]. If $f \neq 0$, then the equation is called nonhomogeneous [27].

### 1.3 Classification of Partial Differential Equations

The classification of partial differential equation is motivated by the classification of the quadratic equation of the form:

$$
\begin{equation*}
A x^{2}+B x y+C y^{2}+D x+E y+F=0 . \tag{1.3.1}
\end{equation*}
$$

Consider a second-order partial differential equation with two independent variables which has the form:

$$
\begin{equation*}
A u_{x x}+B u_{x y}+C u_{y y}+D u_{x}+E u_{y}+F u=G \tag{1.3.2}
\end{equation*}
$$

where the coefficients $A, B, C, D, E$ and $F$ are real functions of independent variables $x$ and $y$. Define a discriminant $\Delta(x, y)$ by

$$
\begin{equation*}
\Delta\left(x_{0}, y_{0}\right)=B^{2}\left(x_{0}, y_{0}\right)-4 A\left(x_{0}, y_{0}\right) C\left(x_{0}, y_{0}\right) . \tag{1.3.3}
\end{equation*}
$$

There are three types of linear partial differential equations elliptic, hyperbolic and parabolic, which are invariant under changes of variables. The types are determined
by the sign of the discriminant $\Delta(x, y)$.
Definition.1.3.1.[4] An equation (1.3.2) at the point $p\left(x_{0}, y_{0}\right)$ is called elliptic if $\Delta\left(x_{0}, y_{0}\right)<0$. It is hyperbolic if $\Delta\left(x_{0}, y_{0}\right)>0$ and parabolic if $\Delta\left(x_{0}, y_{0}\right)=0$. Elliptic equations describe steady-state phenomena, hyperbolic equations describe wave motion and vibrating and parabolic equations describe heat flow and diffusion processes. Laplace, wave and heat equations are three major examples of secondorder partial differential equations of elliptic, hyperbolic and parabolic types [4].

The topic of partial differential equations is very important subject, yet there is no general method to solve all the partial differential equations. The behavior of the solutions very much depend fundamentally on the classification of partial differential equations, hence the problem of classification for partial differential equations is well known and very natural since the classification governs the sufficient number and the type of the conditions in order to determine whether the problem is well-posed and has a unique solution [1].

Boundary value problems for Laplace equation are well-posed with respect to class of boundary problem if [34, 37]:
(i) A solution of the problem exists.
(ii) The solution is unique.
(iii) Small variations of the boundary problem yield small variations on the corresponding solutions.

We have described the boundary problems on the separability of a partial differential equation. We will be concerned with boundary value problems. There are numerous types of boundary value problems for partial differential equations. The ones that appear most frequently in problems of applied mathematics and mathematical physics comprise [37]:
(i) Dirichlet problem: $u$ is prescribed on a boundary.
(ii) Neumann problem: $\frac{\partial u}{\partial n}$ is prescribed on a boundary.
(iii) Mixed problem (Robin problem) : $\frac{\partial u}{\partial n}+g u$ is prescribed on a boundary, where $\frac{\partial u}{\partial n}$ is the directional derivative of $u$ along the outward normal to the boundary, and $g$ is a given continuous function on the boundary.

Remark 1.3.2. The Cauchy problem for Laplace equation is ill-posed.

### 1.4 Some Methods for Solving Partial Differential Equations

Definition 1.4.1. A solution of partial differential equation means a sufficiently smooth function $u$ of the independent variables that satisfies the partial differential equation at every point of its domain of definition.

We do not necessarily require that the solution be defined for all possible values of the independent variables. Actually, usually the differential equation is imposed on
some domain $\Omega$ contained in the space of independent variables, and we look for a solution defined only on $\Omega$. In general, the domain $\Omega$ will be an open subset, usually connected and often bounded, with a logical nice boundary, denoted by $\partial \Omega$ [59]. Modeling industrial mathematics, computer field and other applied sciences can be described as ordinary or partial differential equations. Because of the amplitude of this applied field that it occupies mathematicians have paid attention to differential equations and finding their solutions through several methods, some are analytical and others are numerical to find the approximate or existing solutions. There are many methods to solve partial differential equations.

Some useful techniques to solve partial differential equations are:

1. Separation of Variables. This method was introduced by d'Alembert (1747) and Euler (1748) for the wave equation and used by Laplace (1782) and Legendre (1782) for the Laplace's equation and by Fourier (1811-1824) for the heat equation. This procedure reduces a partial differential equation in $n$ variables to $n$ ordinary differential equations [24].
2. Integral Transform. The source of the integral transforms can be traced back to the work of Laplace in 1780s and Fourier in 1822. Laplace transform is highly competent for solving some class of ordinary and partial differential equations. This technique reduces a partial differential equation in $n$ independent variables to one in $n-1$ variables.

In the literature, there are many different types of integral transforms such as Fourier transform, Laplace transform, Sumudu transform and so on. These kinds of integral transforms have many applications in various fields of mathematical sciences and engineering such as physics, mechanics, chemistry, acoustic.
3. Numerical Methods. The idea of using a variational formulation of a boundary value problem for its numerical solution goes back to Lord Rayleigh $(1894,1896)$ and Ritz (1908), These methods change a partial differential equation to a system of difference equations that can by solved by iterative techniques on a computer [46].
4. Change of coordinates. This technique changes a partial differential equation to else of ones or changes the original partial differential equation to an ordinary differential equation by changing the coordinates of the problem.
5. Transformation of the Dependent Variables. This method transforms the unknown of a partial differential equation into a new unknown that easier to find.
6. Eigenfunction Expansion. This method attempts to find the solution of a partial differential equation as an infinite sum of eigenfunctions. It has been applied to solve differential and integral equations of linear and non-linear problems in mathematics chemistry, physics, biology and up to now a large number of research papers have been published to show the feasibility of the decomposition method.
7. The Adomian decomposition method. The Adomian decomposition method was firstly introduced by George Adomian in 1981. This method has been applied to solve
differential and integral equations of linear and non-linear problems in mathematics, biology, chemistry and physics.

Generally, many researchers have turned their attention to solve partial differential equations and to develop new methods for solving such equations. Due to the rapid development in the physical science and engineering models [58].

## CHAPTER 2

## The Solution of Second-Order Linear

 Partial Differential Equations in Rectangular Coordinates Using the Separation of Variables Method
### 2.1 Introduction

Partial differential equations help to find solutions of many complicated theories and contribute to the development of the theoretical side of the equation as well as to the application side. There are many different types of partial differential equations (PDEs) that differ according to order (first order, second order and so on). For secondorder linear partial differential equations we might suppose that pertinent boundary would include specifying $u$, or some of its first derivatives, or both, along a suitable set of boundaries bordering or enclosing the region over which a solution is sought.

Definition 2.1.1. Let $\Omega$ be a domain in $\mathbb{R}^{n}$ and $a_{i j}, b_{i}$ and $c \in C(\Omega)$ for $i, j=$ $1,2, \ldots, n$. The second order equation in $n$ independent variables, with one dependent function $u$ on a domain $\Omega$ is of the form

$$
\begin{equation*}
\sum_{i, j=1}^{n} a_{i j} u_{x_{i} x_{j}}+\sum_{i=1}^{n} b_{i} u_{x_{i}}+c u=F \tag{2.1.1}
\end{equation*}
$$

where $a_{i j}, b_{i}$ and $c$ are called coefficients of $u_{x_{i} x_{j}}, u_{x_{i}}, u$, respectively, and $F$ are functions of $x_{1}, x_{2}, \ldots, x_{n}$. Here $a_{i j}$ is a symmetric matrix in $\Omega$ as $a_{i j}=a_{j i}[37]$.

Three common types of boundary conditions occur and are associated with the names of Dirichlet, Neumann and Robin. It can be proved that the type of boundary problems needed is very closely related to the nature (elliptic, hyperbolic or parabolic) of the partial differential equations, but that complications can arise in some cases. The general considerations involved in determining exactly which boundary problems
are appropriate for a particular problem are complex. The great mathematician and philosopher descartes once said, "All problems can be translated into mathematical problems, and all mathematical problems can be transformed into algebraic problems". All algebraic problems can be transformed into equations. It is to convert a physical problem into a mathematical problem (mainly the second order linear partial differential equation) [82].

In this chapter we will deal with Laplace and Poisson equations in rectangular coordinates. For the Laplace and Poisson equations, both variables represent space coordinates, $x$ and $y$, and the associated boundary value problems model the equilibrium configuration of a planar body, e.g., the deformations of a membrane.

Separation of variables method seeks special solutions that can be written as the product of functions of the individual variables, thereby reducing the partial differential equation to a pair of ordinary differential equations. More general solutions can then be expressed as infinite series in the appropriate separable solutions.

Theorem 2.1.2.(Principle of Superposition)[27] Let $u_{1}, u_{2}, \cdots, u_{m}$ be solutions of (1.2.3) and $F$ be linear, then $U=c_{1} u_{1}+c_{2} u_{2}+\cdots+c_{m} u_{m}$ is a solution of (1.2.3) for any constants $c_{1}, c_{2}, \ldots, c_{m}$.
proof. The proof follows simply from the fact that the differentiation operator is linear.

### 2.2 Laplace Equation

One of the important equation in partial differential equations is the Laplace equation, which is used in many applications such as applications of geometry, static electricity, potential theory and fluid flow. It serves as a useful model problem for the study of general elliptic partial differential equations. In recent decades, it used various methods for solving Laplace equation in some geometries and boundary conditions. The Laplace equation has the form

$$
\begin{equation*}
\Delta u=0 \tag{2.2.1}
\end{equation*}
$$

where the Laplacian $\Delta$ is defined by

$$
\Delta=\frac{\partial^{2}}{\partial x_{1}^{2}}+\frac{\partial^{2}}{\partial x_{2}^{2}}+\ldots+\frac{\partial^{2}}{\partial x_{n}^{2}},
$$

where $x \in \Omega$ and the unknown is $u: \bar{\Omega} \rightarrow \mathbb{R}, u=u(x), \Omega \subset \mathbb{R}^{n}$ is a given open set. Solutions of Laplace equation are very important in many branches of Physics and Engineering [34].

Definition 2.2.1.[37] Let $\Omega$ be an open set, then a function $u \in \mathcal{C}^{2}(\Omega)$ is called harmonic in $\Omega$ if

$$
\begin{equation*}
\Delta u=0, \quad \text { in } \quad \Omega \tag{2.2.2}
\end{equation*}
$$

That means, a function is harmonic if it satisfies Laplace equation. The space of harmonic functions can thus be identified as the kernel of the second order linear partial differential operator $\Delta$ [43]. Harmonic functions happen as the potential functions for two dimensional gravitational electrostatic. Here, two dimensional means not that the fields lie in the $x y$-plane, but rather than as fields in three-space, the vectors all lie in horizontal planes, and the field looks the same no matter what horizontal plane it is viewed in.

Theorem 2.2.2.[37] Let $\Omega$ be a domain in $\mathbb{R}^{n}$ and $u \in C^{2}(\Omega)$ be a harmonic function in $\Omega$. Then $u$ is smooth in $\Omega$.

### 2.2.1 Fundamental Solution

The Laplace equation is preserved by rotations about some point in $\mathbb{R}^{n}$, say the origin. Hence, it is plausible that there exist special solutions that are invariant under rotations. Since the Laplacian operator $\Delta$ is symmetric, we are seek a "radial" solution. Due to the symmetry of Laplace equation, radial solutions are natural to look for since the given partial differential equation can be reduced to a ordinary differential equation which is easier to handle. In this way, we can reduce the higher dimensional problems to one dimensional.

Let $u$ be the harmonic functions in $\mathbb{R}^{n}$ which are radial. That means, functions
depending only on $r=|x|$. Set

$$
v(r)=u(x)
$$

where $r=|x|=\left(x_{1}^{2}+\ldots+x_{n}^{2}\right)^{\frac{1}{2}}$ and $v$ is to be selected, so that $\Delta u=0$ hold.
For $\quad i=1,2, \ldots, n \quad$ and $x \neq 0$, that

$$
r_{x_{i}}=\frac{1}{2}\left(x_{1}^{2}+\ldots+x_{n}^{2}\right)^{-\frac{1}{2}} \quad 2 x_{i}=\frac{x_{i}}{r} \quad(x \neq 0),
$$

hence

$$
u_{x_{i}}=v^{\prime}(r) \frac{x_{i}}{r},
$$

and

$$
u_{x_{i} x_{i}}=v^{\prime \prime}(r) \frac{x_{i}^{2}}{r^{2}}+v^{\prime}(r)\left(\frac{1}{r}-\frac{x_{i}^{2}}{r^{3}}\right) .
$$

Thus

$$
\Delta u=v^{\prime \prime}+\frac{n-1}{r} v^{\prime}=0 .
$$

Hence $\quad \Delta u=0 \quad$ if and only if

$$
v^{\prime \prime}+\frac{n-1}{r} v^{\prime}=0 .
$$

If $v^{\prime} \neq 0$, we reduce

$$
\left(\log v^{\prime}\right)^{\prime}+\frac{n-1}{r}=0 .
$$

A simple integration then yields, for $n=2$,

$$
v(r)=a \log r+c \quad \text { for any } r>0,
$$

and for $n \geq 3$,

$$
v(r)=b r^{2-n}+c \quad \text { for any } \quad r>0,
$$

where $a, b$ and $c$ are constants [34].
Definition 2.2.1.1.[37, 62] The function

$$
\Psi(x)=\left\{\begin{array}{lr}
\frac{-1}{2 \pi} \log |x| & \text { for } n=2  \tag{2.2.3}\\
\frac{1}{n(n-2) \omega_{n}}|x|^{2-n} & \text { for } n \geq 3
\end{array}\right.
$$

defined for $x \in \mathbb{R}^{n} \backslash\{0\}$, is called the fundamental solution of Laplace equation. Here $\omega_{n}$ is the area of $n$-dimensional unit sphere which is given by $\omega_{n}=\left(2 \pi^{\frac{\pi}{2}}\right) \backslash\left(\Gamma\left(\frac{n}{2}\right)\right)$, such that

$$
\Gamma(\xi)=\int_{0}^{\infty} e^{-\rho} \rho^{\xi-1} d \rho, \quad \xi>0
$$

is the Gamma function.
Theorem 2.2.1.2.[37] Let $\Omega$ be a bounded $C^{1}$-domain in $\mathbb{R}^{n}$ and that $u \in C^{1}(\bar{\Omega}) \cap C^{2}(\Omega)$.
Then for any $x \in \Omega$, we have

$$
\begin{equation*}
u(x)=\int_{\Omega} \Psi(x-y) \Delta_{y} u(y) d y-\int_{\partial \Omega}\left(\Psi(x-y) \frac{\partial u}{\partial v_{y}}(y)-u(y) \frac{\partial \Psi}{\partial v_{y}}(x-y)\right) d S_{y} \tag{2.2.4}
\end{equation*}
$$

where $\Psi$ is the fundamental solution of Laplace equation.
Remark 2.2.1.3. The fundamental solution $\Psi$ is harmonic in $\mathbb{R}^{n} \backslash\{0\}$, i.e., $\Delta \Psi=0 \quad$ in $\mathbb{R}^{n} \backslash\{0\}$, and

$$
\int_{\partial B_{r}} \frac{\partial \Psi}{\partial \nu} d S=1 \quad \text { for any } r>0
$$

### 2.2.2 Mean-Value Property

If $u$ is a harmonic function in $\Omega$, then for all $x \in \Omega$, the value of $u$ at $x$ is the integral average over any sphere centered or ball at $x$ and contained in $\Omega$. The precise statement of the mean-value property is given in the following. There are two versions of the mean-value property, mean values over spheres and mean values over balls.

Definition 2.2.2.1.[37, 38] Let $\Omega$ be a connected domain in $\mathbb{R}^{n}$ and $u \in C^{2}(\Omega)$ be a harmonic. Then
(i) $u$ satisfies the mean-value property over spheres if for any $B_{r}(x) \subset \Omega$,

$$
\begin{equation*}
u(x)=\frac{1}{\omega_{n} r^{n-1}} \int_{\partial B_{r}(x)} u(y) d S_{y} ; \tag{2.2.5}
\end{equation*}
$$

(ii) $u$ satisfies the mean-value property over balls if for any $B_{r}(x) \subset \Omega$,

$$
\begin{equation*}
u(x)=\frac{n}{\omega_{n} r^{n}} \int_{B(x)} u(y) d y, \tag{2.2.6}
\end{equation*}
$$

where $\omega_{n}$ is the surface area of the unit sphere in $\mathbb{R}^{n}$.
Not only do harmonic functions have the mean-value property in definition (2.2.2.1) but they are the only continuous functions that have this property.

Theorem 2.2.2.2.(Mean-Value Formulas for Laplace Equation)[34] Let $u \in C^{2}(\Omega)$ be a harmonic function in $\Omega$. Then

$$
\begin{equation*}
u(x)=\int_{\partial B(x, r)} u d S=\int_{B(x, r)} u d y \tag{2.2.7}
\end{equation*}
$$

for all each ball $B(x, r) \subset \Omega$.
Theorem 2.2.2.3.(Converse to Mean-Value Property)[34]
If a function $u \in C^{2}(\Omega)$ satisfies

$$
\begin{equation*}
u(x)=\int_{\partial B(x, r)} u d S \tag{2.2.8}
\end{equation*}
$$

for all each ball $B(x, r) \subset \Omega$, then $u$ is harmonic.

### 2.3 Boundary Value Problems for Laplace Equation

There are three main types of boundary value problems that arise in most applications. Specifying the value of the solution along the boundary of the domain is called a Dirichlet problem, to respect the $19^{\text {th }}$ century analyst Johann Peter Gustav Lejeune Dirichlet (1805-1859). If the values of the normal derivative are prescribed on the boundary, the problem is called a Neumann problem, named after his contemporary Carl Gottfried Neumann (1832-1925). Prescribing the function along part of the boundary and the normal derivative along the remainder results in a mixed problem or Robin problem. A boundary value problem is finding a function which satisfies a given partial differential equation and particular boundary problems. Just as initial value problems are associated with hyperbolic partial differential equations, boundary value problems are associated with partial differential equations of elliptic type.

We have described the boundary problems on the separability of a partial differential
equation. Also, we focus on the solution of the Laplace equation over the finite two, three and four dimensional by method of separation of variables. Recall that the method reduces the partial differential equation into a system of ordinary differential equations.

### 2.3.1 The Dirichlet Problem for the Laplace Equation

Let $\Omega$ be a bounded open set in $\mathbb{R}^{n}$ with a sufficiently smooth boundary $\partial \Omega, u$ be a continuous function defined on $\bar{\Omega}$, harmonic in $\Omega$.

Consider the Dirichlet problem for Laplace equation,

$$
\begin{array}{cc}
\Delta u=0 & \text { in } \Omega, \\
u=g & \text { on } \partial \Omega . \tag{2.3.2}
\end{array}
$$

where $g \in C(\partial \Omega)$ and $\Delta$ is the Laplacian operator [62, 75].
The Dirichlet problem for Laplace equation in two dimensions $x$ and $y$ over an $a \times b$ rectangle is

$$
\begin{gather*}
u_{x x}(x, y)+u_{y y}(x, y)=0, \quad 0<x<a, 0<y<b,  \tag{2.3.3}\\
u(x, 0)=f_{1}(x), \quad u(x, b)=f_{2}(x), \quad 0<x<a,  \tag{2.3.4}\\
u(0, y)=f_{3}(y), \quad u(a, y)=f_{4}(y), \quad 0<y<b . \tag{2.3.5}
\end{gather*}
$$

Laplace equation has an extensive variety of solutions [28]. We can solve (2.3.3) when $u$ is stated along the boundary of the rectangle.

Using separation of variables method to solve this equation. This method consists in building the set of basic functions which is used in developing solutions in the form of an infinite series expansion over the basic functions. Hence, we get the solution of Eq. (2.3.3) with boundary conditions as

$$
\begin{align*}
u(x, y) & =\sum_{n=1}^{\infty} A_{n} \sin \frac{n \pi}{a} x \sinh \frac{n \pi}{a}(b-y)+\sum_{n=1}^{\infty} B_{n} \sin \frac{n \pi}{a} x \sinh \frac{n \pi}{a} y \\
& +\sum_{n=1}^{\infty} C_{n} \sin \frac{n \pi}{b} y \sinh \frac{n \pi}{b}(a-x)+\sum_{n=1}^{\infty} D_{n} \sin \frac{n \pi}{b} y \sinh \frac{n \pi}{b} x \tag{2.3.6}
\end{align*}
$$

where $A_{n}, B_{n}, C_{n}$ and $D_{n}$ are coefficients and for $n=1,2,3, \ldots$, given by

$$
\begin{align*}
& A_{n}=\frac{2}{a \sinh \frac{n b \pi}{a}} \int_{0}^{a} f_{1}(x) \sin \frac{n \pi}{a} x d x  \tag{2.3.7}\\
& B_{n}=\frac{2}{a \sinh \frac{n b \pi}{a}} \int_{0}^{a} f_{2}(x) \sin \frac{n \pi}{a} x d x  \tag{2.3.8}\\
& C_{n}=\frac{2}{b \sinh \frac{n a \pi}{b}} \int_{0}^{b} f_{3}(y) \sin \frac{n \pi}{b} y d y \tag{2.3.9}
\end{align*}
$$

and

$$
\begin{equation*}
D_{n}=\frac{2}{b \sinh \frac{n a \pi}{b}} \int_{0}^{b} f_{4}(y) \sin \frac{n \pi}{b} y d y . \tag{2.3.10}
\end{equation*}
$$

When we determining the values of functions $f_{1}, f_{2}, f_{3}$, and $f_{4}$, we can find the values of the coefficients $A_{n}, B_{n}, C_{n}$ and $D_{n}$ using the Fourier transform [20].

Also, consider Laplace equation in three dimensional with Dirichlet problem,

$$
\begin{gather*}
u_{x x}+u_{y y}+u_{z z}=0, \quad 0<x<a, \quad 0<y<b, \quad 0<z<c,  \tag{2.3.11}\\
u(x, y, 0)=0, \quad u(x, y, c)=f(x, y), \quad 0<x<a, \quad 0<y<b,  \tag{2.3.12}\\
u(x, 0, z)=0, \quad u(x, b, z)=0, \quad 0<x<a, \quad 0<z<c,  \tag{2.3.13}\\
u(0, y, z)=0, \quad u(a, y, z)=0, \quad 0<y<b, \quad 0<z<c . \tag{2.3.14}
\end{gather*}
$$

Using the method of separation of variables to solve this equation. Then, the solution of three dimensional Dirichlet problem is

$$
\begin{equation*}
u(x, y, z)=\sum_{n=1}^{\infty} \sum_{m=1}^{\infty} A_{n m} \sin \frac{n \pi}{a} x \sin \frac{m \pi}{b} y \sinh \left(\pi \sqrt{\frac{n^{2}}{a^{2}}+\frac{m^{2}}{b^{2}}}\right) z, \tag{2.3.15}
\end{equation*}
$$

where

$$
\begin{equation*}
A_{n m}=\frac{4}{a b \sinh \left(\pi \sqrt{\frac{n^{2}}{a^{2}}+\frac{m^{2}}{b^{2}}}\right) c} \int_{0}^{b} \int_{0}^{a} f(x, y) \sin \frac{n \pi}{a} x \sin \frac{m \pi}{b} y d x d y \tag{2.3.16}
\end{equation*}
$$

Since Laplace equation is a homogeneous linear system, then any linear combination of solutions is also a solution.

Now with some details, we consider the four dimensional Dirichlet problem for Laplace equation

$$
\begin{gather*}
u_{x x}(x, y, z, w)+u_{y y}(x, y, z, w)+u_{z z}(x, y, z, w)+u_{w w}(x, y, z, w)=0,  \tag{2.3.17}\\
u(0, y, z, w)=0, \quad u(a, y, z, w)=0, \quad 0<x<a,  \tag{2.3.18}\\
u(x, 0, z, w)=0, \quad u(x, b, z, w)=0, \quad 0<y<b, \tag{2.3.19}
\end{gather*}
$$

$$
\begin{array}{r}
u(x, y, 0, w)=0, \quad u(x, y, c, w)=0, \quad 0<z<c, \\
u(x, y, z, 0)=0, \quad u(x, y, z, d)=f(x, y, z), \quad 0<w<d . \tag{2.3.21}
\end{array}
$$

Using the separation of variables method for solving Eq. (2.3.17) with boundary conditions.

We first look for product solutions of the form

$$
\begin{equation*}
u(x, y, z, w)=X(x) Y(y) Z(z) W(w) \tag{2.3.22}
\end{equation*}
$$

Differentiating (2.3.22) twice with respect to $x, y, z$ and $w$, gives

$$
\begin{align*}
& u_{x x}=X^{\prime \prime}(x) Y(y) Z(z) W(w),  \tag{2.3.23}\\
& u_{y y}=X(x) Y^{\prime \prime}(y) Z(z) W(w),  \tag{2.3.24}\\
& u_{z z}=X(x) Y(y) Z^{\prime \prime}(z) W(w),  \tag{2.3.25}\\
& u_{w w}=X(x) Y(y) Z(z) W^{\prime \prime}(w) . \tag{2.3.26}
\end{align*}
$$

Substituting into (2.3.17), gives

$$
\begin{equation*}
X^{\prime \prime} Y Z W+X Y^{\prime \prime} Z W+X Y Z^{\prime \prime} W+X Y Z W^{\prime \prime}=0 \tag{2.3.27}
\end{equation*}
$$

Dividing (2.3.27) by $X(x) Y(y) Z(z) W(w)$, we obtain

$$
\begin{align*}
& \frac{X^{\prime \prime}(x)}{X(x)}+\frac{Y^{\prime \prime}(y)}{Y(y)}+\frac{Z^{\prime \prime}(z)}{Z(z)}+\frac{W^{\prime \prime}(w)}{W(w)}=0  \tag{2.3.28}\\
& \frac{X^{\prime \prime}(x)}{X(x)}=-\frac{Y^{\prime \prime}(y)}{Y(y)}-\frac{Z^{\prime \prime}(z)}{Z(z)}-\frac{W^{\prime \prime}(w)}{W(w)} \tag{2.3.29}
\end{align*}
$$

Since the left side depends on $x$ only and the right side depends on $y, z$ and $w$, the expressions on the right and the left sides must be equal to constant.

Consider negative separation constants. Thus

$$
\begin{equation*}
\frac{X^{\prime \prime}(x)}{X(x)}=-\kappa^{2}, \quad(\kappa>0) \tag{2.3.30}
\end{equation*}
$$

where $\kappa$ is the separation constant. From this equation we get ordinary differential equation

$$
\begin{equation*}
X^{\prime \prime}(x)+\kappa^{2} X(x)=0 . \tag{2.3.31}
\end{equation*}
$$

From Eq. (2.3.29) and Eq. (2.3.30), we have

$$
\begin{equation*}
-\left(\frac{Y^{\prime \prime}(y)}{Y(y)}+\frac{Z^{\prime \prime}(z)}{Z(z)}+\frac{W^{\prime \prime}(w)}{W(w)}\right)=-\kappa^{2} . \tag{2.3.32}
\end{equation*}
$$

Accordingly, setting

$$
\begin{equation*}
\frac{Y^{\prime \prime}(y)}{Y(y)}=-\left(\frac{Z^{\prime \prime}(z)}{Z(z)}+\frac{W^{\prime \prime}(w)}{W(w)}-\kappa^{2}\right)=-\mu^{2}, \quad(\mu>0) \tag{2.3.33}
\end{equation*}
$$

Hence

$$
\begin{equation*}
Y^{\prime \prime}(y)+\mu^{2} Y=0 \tag{2.3.34}
\end{equation*}
$$

Also, we have

$$
\begin{equation*}
\frac{Z^{\prime \prime}(z)}{Z(z)}=-\frac{W^{\prime \prime}(w)}{W(w)}+v^{2} \tag{2.3.35}
\end{equation*}
$$

where $v^{2}=\kappa^{2}+\mu^{2}$.
Because in the previous equation the right side depends only on $w$ and the left side
only on $z$, we infer that

$$
\begin{equation*}
\frac{Z^{\prime \prime}(z)}{Z(z)}=-\lambda^{2} \tag{2.3.36}
\end{equation*}
$$

and

$$
\begin{equation*}
-\frac{W^{\prime \prime}(w)}{W(w)}+v^{2}=-\lambda^{2} \quad \text { or } \quad \frac{W^{\prime \prime}(w)}{W(w)}=v^{2}+\lambda^{2} \tag{2.3.37}
\end{equation*}
$$

hence, we obtain

$$
\begin{equation*}
Z^{\prime \prime}(z)+\lambda^{2} Z(z)=0, \quad \text { and } \quad W^{\prime \prime}(w)-\alpha^{2} W(w)=0 \tag{2.3.38}
\end{equation*}
$$

where $\alpha^{2}=v^{2}+\lambda^{2}$.
We arrive to the four second order ordinary differential equations

$$
\begin{align*}
& X^{\prime \prime}(x)+\kappa^{2} X(x)=0  \tag{2.3.39}\\
& Y^{\prime \prime}(y)+\mu^{2} Y(y)=0  \tag{2.3.40}\\
& Z^{\prime \prime}(z)+\lambda^{2} Z(z)=0 \tag{2.3.41}
\end{align*}
$$

and

$$
\begin{equation*}
W^{\prime \prime}(w)-\alpha^{2} W(w)=0 \tag{2.3.42}
\end{equation*}
$$

Here $\kappa, \mu, \lambda$ and $\alpha$ are separation constants.
Solving the second order differential equations (2.3.39)-(2.3.42), gives

$$
\begin{align*}
& X(x)=A_{1} \cos \kappa x+A_{2} \sin \kappa x,  \tag{2.3.43}\\
& Y(y)=B_{1} \cos \mu y+B_{2} \sin \mu y, \tag{2.3.44}
\end{align*}
$$

$$
\begin{equation*}
Z(z)=C_{1} \cos \lambda z+C_{2} \sin \lambda z \tag{2.3.45}
\end{equation*}
$$

and

$$
\begin{equation*}
W(w)=D_{1} \cosh \alpha w+D_{2} \sinh \alpha w, \tag{2.3.46}
\end{equation*}
$$

where $\alpha=\sqrt{\kappa^{2}+\mu^{2}+\lambda^{2}}$ and $A_{1}, A_{2}, B_{1}, B_{2}, C_{1}, C_{2}, D_{1}$ and $D_{2}$ are constants.
Using the homogeneous boundary conditions, gives

$$
\begin{align*}
A_{1} & =0, \quad \kappa_{n}=\frac{n \pi}{a},  \tag{2.3.47}\\
B_{1} & =0, \quad \mu_{m}=\frac{m \pi}{b},  \tag{2.3.48}\\
C_{1} & =0, \quad \lambda_{r}=\frac{r \pi}{c},  \tag{2.3.49}\\
D_{1}=0, \quad \alpha_{n m r} & =\sqrt{\left(\frac{n \pi}{a}\right)^{2}+\left(\frac{m \pi}{b}\right)^{2}+\left(\frac{r \pi}{c}\right)^{2}} \\
= & \pi \sqrt{\frac{n^{2}}{a^{2}}+\frac{m^{2}}{b^{2}}+\frac{r^{2}}{c^{2}}} . \tag{2.3.50}
\end{align*}
$$

So, that

$$
\begin{gather*}
X_{n}(x)=A_{n} \sin \frac{n \pi}{a} x,  \tag{2.3.51}\\
Y_{m}(y)=B_{m} \sin \frac{m \pi}{b} y, \quad m=1,2, \ldots  \tag{2.3.52}\\
Z_{r}(z)=C_{r} \sin \frac{r \pi}{c} z,  \tag{2.3.53}\\
r=1,2, \ldots
\end{gather*}
$$

and

$$
\begin{equation*}
W_{n m r}(w)=D_{n m r} \sinh \alpha_{n m r} w . \tag{2.3.54}
\end{equation*}
$$

Therefore, the product solutions satisfying (2.3.17):

$$
\begin{equation*}
u_{n m r}(x, y, z, w)=\gamma_{n m r} \sin \frac{n \pi}{a} x \sin \frac{m \pi}{b} y \sin \frac{r \pi}{c} z \sinh \left(\pi \sqrt{\frac{n^{2}}{a^{2}}+\frac{m^{2}}{b^{2}}+\frac{r^{2}}{c^{2}}}\right) w \tag{2.3.55}
\end{equation*}
$$

where $\gamma_{n m r}=A_{n} B_{m} C_{r} D_{n m r}$.
Now, we find the solution of boundary value problem (2.3.17) though linear combination of $u_{n m r}(x, y, z, w)$.

Let $u(x, y, z, w)=\sum_{r=1}^{\infty} \sum_{m=1}^{\infty} \sum_{n=1}^{\infty} u_{n m r}(x, y, z, w)$. i.e.,

$$
\begin{equation*}
u=\sum_{r=1}^{\infty} \sum_{m=1}^{\infty} \sum_{n=1}^{\infty} \gamma_{n m r} \sin \frac{n \pi}{a} x \sin \frac{m \pi}{b} y \sin \frac{r \pi}{c} z \sinh \left(\pi \sqrt{\frac{n^{2}}{a^{2}}+\frac{m^{2}}{b^{2}}+\frac{r^{2}}{c^{2}}}\right) w \tag{2.3.56}
\end{equation*}
$$

Using the nonhomogeneous boundary condition $u(x, y, z, d)=f(x, y, z)$ to find

$$
\begin{equation*}
\sum_{r=1}^{\infty} \sum_{m=1}^{\infty} \sum_{n=1}^{\infty} \gamma_{n m r} \sin \frac{n \pi}{a} x \sin \frac{m \pi}{b} y \sin \frac{r \pi}{c} z \sinh \alpha_{n m r} d=f(x, y, z) \tag{2.3.57}
\end{equation*}
$$

We have $\gamma_{n m r} \sin \frac{n \pi}{a} x \sin \frac{m \pi}{b} y \sin \frac{r \pi}{c} z \sinh \alpha_{n m r} w$ are "orthogonal" over the rectangle $0 \leq x \leq a, \quad 0 \leq y \leq b, \quad 0 \leq z \leq c, \quad 0 \leq w \leq d$.

$$
\begin{equation*}
\int_{0}^{c} \int_{0}^{b} \int_{0}^{a} \sin \frac{n \pi}{a} x \sin \frac{m \pi}{b} y \sin \frac{r \pi}{c} z \sin \frac{\dot{n} \pi}{a} x \sin \frac{\dot{\prime} \pi}{b} y \sin \frac{\dot{r} \pi}{c} z d x d y d z=0 \tag{2.3.58}
\end{equation*}
$$

if $(n, m, r) \neq(\dot{n}, \dot{m}, r)$.
Also, if $(n, m, r)=\left(\dot{n}, \dot{m}, r^{\prime}\right)$, then we obtain

$$
\begin{equation*}
\int_{0}^{c} \int_{0}^{b} \int_{0}^{a} \sin ^{2} \frac{n \pi}{a} x \sin ^{2} \frac{m \pi}{b} y \sin ^{2} \frac{r \pi}{c} z d x d y d z=\frac{a b c}{8} \tag{2.3.59}
\end{equation*}
$$

Using the orthogonality properties, we obtain

$$
\begin{equation*}
\gamma_{n m r} \sinh \alpha_{n m r} d=\frac{8}{a b c} \int_{0}^{c} \int_{0}^{b} \int_{0}^{a} f(x, y, z) \sin \frac{n \pi}{a} x \sin \frac{m \pi}{b} y \sin \frac{r \pi}{c} z d x d y d z \tag{2.3.60}
\end{equation*}
$$

Thus, the solution of the four dimensional Dirichlet problem for Laplace equation is

$$
\begin{equation*}
u(x, y, z, w)=\sum_{r=1}^{\infty} \sum_{m=1}^{\infty} \sum_{n=1}^{\infty} \gamma_{n m r} \sin \frac{n \pi}{a} x \sin \frac{m \pi}{b} y \sin \frac{r \pi}{c} z \sinh \alpha_{n m r} w \tag{2.3.61}
\end{equation*}
$$

where

$$
\begin{equation*}
\alpha_{n m r}=\pi \sqrt{\left(\frac{n}{a}\right)^{2}+\left(\frac{m}{b}\right)^{2}+\left(\frac{r}{c}\right)^{2}} \tag{2.3.62}
\end{equation*}
$$

and

$$
\begin{equation*}
\gamma_{n m r}=\frac{8}{a b c \sinh \left(\alpha_{n m r}\right) d} \int_{0}^{c} \int_{0}^{b} \int_{0}^{a} \sin \frac{n \pi}{a} x \sin \frac{m \pi}{b} y \sin \frac{r \pi}{c} z d x d y d z \tag{2.3.63}
\end{equation*}
$$

### 2.3.2 The Neumann Problem for the Laplace Equation

Let $\Omega$ be an open set in $\mathbb{R}^{n}$ with the boundary $\partial \Omega$. The Neumann boundary for Laplace equation which consists of searching for a continuous function $u$ defined on $\Omega$, satisfying

$$
\begin{gather*}
\Delta u=0 \quad \text { in } \quad \Omega,  \tag{2.3.64}\\
\frac{\partial u}{\partial \nu}=g \quad \text { on } \quad \partial \Omega, \tag{2.3.65}
\end{gather*}
$$

where $\frac{\partial u}{\partial \nu}=\nabla u . \nu$ is the normal derivative of the field variable $u$, where $\nu$ is the unit outward-pointing normal to $\Omega$ [75].

We can establish a necessary condition for the existence of the solution of the Neumann problem. Setting $\sigma=\operatorname{grad} f$ in Gauss' theorem

$$
\int_{S} \sigma_{\nu} d S=\int_{\Omega} d i v \sigma d \tau
$$

Hence

$$
\int_{S} \frac{\partial f}{\partial \nu} d S=\int_{\Omega} \Delta f d \tau
$$

We have $\frac{\partial f}{\partial \nu}=g$. Thus

$$
\int_{S} g d S=\int_{\Omega} \Delta f d \tau
$$

Therefore, if $\Delta f=0$, we have

$$
\int_{S} g d S=0
$$

where $S=\partial \Omega$ is the boundary of $\Omega$.
For simplification, we discuss the Neumann problem in two dimensional $x$ and $y$ [56].

$$
\begin{align*}
& u_{x x}(x, y)+u_{y y}(x, y)=0, \quad 0<x<a,  \tag{2.3.66}\\
& u_{y}(x, 0)=f_{1}(x), \quad u_{y}(x, b)=f_{2}(x),  \tag{2.3.67}\\
& 0<x<a  \tag{2.3.68}\\
& u_{x}(0, y)=f_{3}(y), \quad u_{x}(a, y)=f_{4}(y), \\
& 0<y<b
\end{align*}
$$

The compatibility condition that must be fulfilled in this case is

$$
\begin{equation*}
\int_{0}^{a}\left(f_{1}(x)-f_{2}(x)\right) d x+\int_{0}^{b}\left(f_{3}(y)-f_{4}(y)\right) d y=0 \tag{2.3.69}
\end{equation*}
$$

Setting a solution in the form

$$
\begin{equation*}
u(x, y)=u_{1}(x, y)+u_{2}(x, y) \tag{2.3.70}
\end{equation*}
$$

where $u_{1}(x, y)$ is a solution of the following problem

$$
\begin{array}{r}
\frac{\partial u_{1}}{\partial x}+\frac{\partial u_{1}}{\partial y}=0, \quad 0<x<a, 0<y<b, \\
\frac{\partial u_{1}}{\partial y}(x, 0)=0, \quad \frac{\partial u_{1}}{\partial y}(x, b)=0, \quad 0<x<a, \\
\frac{\partial u_{1}}{\partial x}(0, y)=f_{3}(y), \quad \frac{\partial u_{1}}{\partial x}(a, y)=f_{4}(y), \quad 0<y<b, \tag{2.3.73}
\end{array}
$$

We look for product solutions

$$
\begin{gather*}
u_{1}(x, y)=X(x) Y(y)  \tag{2.3.74}\\
-\frac{X^{\prime \prime}}{X}=\frac{Y^{\prime \prime}}{Y}=-\mu \tag{2.3.75}
\end{gather*}
$$

Hence

$$
\begin{equation*}
X^{\prime \prime}-\mu X=0, \tag{2.3.76}
\end{equation*}
$$

and

$$
\begin{equation*}
Y^{\prime \prime}+\mu Y=0, \tag{2.3.77}
\end{equation*}
$$

where $\mu$ is the separation constant. Solving (2.3.77) with the boundary conditions

$$
\begin{equation*}
Y^{\prime}(0)=0, \quad Y^{\prime}(b)=0 . \tag{2.3.78}
\end{equation*}
$$

Thus, we have

$$
\begin{equation*}
\mu_{0}=0, \quad \mu_{n}=\left(\frac{n \pi}{b}\right)^{2}, \quad n=1,2, \ldots \tag{2.3.79}
\end{equation*}
$$

and hence

$$
\begin{equation*}
Y_{0}(y)=1, \quad Y_{n}(y)=\cos \frac{n \pi}{b} y, \quad n=1,2, \ldots \tag{2.3.80}
\end{equation*}
$$

Solving (2.3.76) with the boundary conditions, we get

$$
\begin{gather*}
\mu_{0}=0, \quad X_{0}(x)=A_{0}+B_{0} x,  \tag{2.3.81}\\
\mu_{n}=\left(\frac{n \pi}{b}\right)^{2}, \quad X_{n}(x)=A_{n} \cosh \frac{n \pi}{b} x+B_{n} \sinh \frac{n \pi}{b} x, \quad n=1,2, \ldots \tag{2.3.82}
\end{gather*}
$$

We get the general form of the solution

$$
\begin{equation*}
u_{1}(x, y)=A_{0}+B_{0} x+\sum_{n=1}^{\infty} \cos \frac{n \pi}{b} y\left(A_{n} \cosh \frac{n \pi}{b} x+B_{n} \sinh \frac{n \pi}{b} x\right) . \tag{2.3.83}
\end{equation*}
$$

Determining the constants by boundary conditions, we obtain

$$
\begin{equation*}
f_{3}(y)=B_{0}+\sum_{n=1}^{\infty} \frac{n \pi}{b} B_{n} \cos \frac{n \pi}{b} y, \tag{2.3.84}
\end{equation*}
$$

hence

$$
\begin{equation*}
B_{0}=\frac{1}{b} \int_{0}^{b} f_{3}(y) d y \tag{2.3.85}
\end{equation*}
$$

and

$$
\begin{equation*}
B_{n}=\frac{2}{n \pi} \int_{0}^{b} f_{3}(y) \cos \frac{n \pi}{b} y d y, \quad n=1,2, \ldots \tag{2.3.86}
\end{equation*}
$$

Also, we have

$$
\begin{equation*}
f_{4}(y)=B_{0}+\sum_{n=1}^{\infty} \frac{n \pi}{b} \cos \frac{n \pi}{b} y\left(A_{n} \sinh \frac{n \pi a}{b}+B_{n} \cosh \frac{n \pi a}{b}\right) . \tag{2.3.87}
\end{equation*}
$$

Thus

$$
\begin{equation*}
B_{0}=\frac{1}{b} \int_{0}^{b} f_{4}(y) d y \tag{2.3.88}
\end{equation*}
$$

and

$$
\begin{equation*}
A_{n}=\frac{2}{n \pi \sinh \frac{n \pi a}{b}} \int_{0}^{b} f_{4}(y) \cos \frac{n \pi}{b} y d y-\frac{n \pi}{b} B_{n} \cosh \frac{n \pi a}{b}, \quad n=1,2, \ldots \tag{2.3.89}
\end{equation*}
$$

Now, we can find the solution $u_{2}(x, y)$ of the following problem

$$
\begin{array}{r}
\frac{\partial u_{2}}{\partial x}+\frac{\partial u_{2}}{\partial y}=0, \quad 0<x<a, 0<y<b \\
\frac{\partial u_{2}}{\partial y}(x, 0)=f_{1}(x), \quad \frac{\partial u_{2}}{\partial y}(x, b)=f_{2}(x), \quad 0<x<a \\
\frac{\partial u_{2}}{\partial x}(0, y)=0, \quad \frac{\partial u_{2}}{\partial x}(a, y)=0, \quad 0<y<b \tag{2.3.92}
\end{array}
$$

where $f_{1}$ and $f_{2}$ satisfy the compatibility condition $[30,56]$,

$$
\begin{equation*}
\int_{0}^{a} f_{1}(x) d x=\int_{0}^{a} f_{2}(x) d x \tag{2.3.93}
\end{equation*}
$$

Remarks 2.3.2.1.[30]
(i) There are infinity many solutions of Neumann problem for Laplace equation, so this Neumann problem is not well-posed.
(ii) The functions $f_{3}$ and $f_{4}$ are satisfying the compatibility condition

$$
\int_{0}^{b} f_{3}(y) d y=\int_{0}^{b} f_{4}(y) d y
$$

Theorem 2.3.2.2. Let $u$ be a harmonic function in $\Omega$ and $\frac{\partial u}{\partial \nu}$ on $\partial \Omega$, then $u$ is a constant in $\bar{\Omega}$ [65].

Theorem 2.3.2.3. If the Neumann problem for Laplace equation in a bounded open set $\Omega \subset \mathbb{R}^{n}$ has a solution, then, it is either unique or it differs from one another by a constant only [65].

Proof. Let $u_{1}$ and $u_{2}$ be two solutions of the Neumann problem. Then we have boundary condition in two coordinates given by

$$
\Delta u_{1}=0, \quad \text { in } \quad \Omega,
$$

$$
\frac{\partial u_{1}}{\partial \nu}=g \quad \text { on } \quad \partial \Omega .
$$

and

$$
\begin{array}{ll}
\Delta u_{2}=0, & \text { in } \quad \Omega \\
\frac{\partial u_{2}}{\partial \nu}=g & \text { on } \quad \partial \Omega
\end{array}
$$

Let $v=u_{1}-u_{2}$. Then

$$
\begin{gathered}
\Delta v=\Delta u_{1}-\Delta u_{2}=0 \quad \text { in } \Omega \\
\frac{\partial v}{\partial \nu}=\frac{\partial u_{1}}{\partial \nu}-\frac{\partial u_{2}}{\partial \nu}=0 \quad \text { on } \quad \partial \Omega
\end{gathered}
$$

Using theorem (2.3.2.2), $u$ is a constant on $\bar{\Omega}$.
Consequently, the solution of the Neumann problem for Laplace equation is not unique. Hence, the solution of a definite Neumann problem can differ from one another by a constant only.

### 2.3.3 The Robin Problem for the Laplace Equation

The Robin problem for the Laplace equation given as

$$
\begin{gather*}
\Delta u=0, \quad \text { in } \Omega  \tag{2.3.94}\\
\frac{\partial u}{\partial \nu}+\rho u=g \quad \text { on } \quad \partial \Omega \tag{2.3.95}
\end{gather*}
$$

where $\rho$ is a continuous function on $\partial \Omega$. Dirichlet and Neumann problems are special cases of Robin problem [27].

Consider the Robin problem for Laplace equation in two dimensional $x$ and $y[57,74]$.

$$
\begin{gather*}
u_{x x}+u_{y y}=0, \quad 0<x<a,  \tag{2.3.96}\\
u_{x}(0, y)=0<y<b  \tag{2.3.97}\\
u(x, 0)=f(x), \quad u(x, b)=0, \quad 0 \leq x \leq a \tag{2.3.98}
\end{gather*}
$$

Separating variables, we will look for the product solutions

$$
\begin{equation*}
u(x, y)=X(x) Y(y) \tag{2.3.99}
\end{equation*}
$$

Substituting into Eq. (2.3.96), we get

$$
\begin{equation*}
X^{\prime \prime}(x) Y(y)+X(x) Y^{\prime \prime}(y)=0 \tag{2.3.100}
\end{equation*}
$$

which separates into

$$
\begin{equation*}
\frac{X^{\prime \prime}}{X}=-\frac{Y^{\prime \prime}}{Y}=-\kappa, \tag{2.3.101}
\end{equation*}
$$

where $\kappa$ is the separation constant. Hence, we get two ordinary differential equations

$$
\begin{align*}
& X^{\prime \prime}+\kappa X=0  \tag{2.3.102}\\
& Y^{\prime \prime}-\kappa Y=0 \tag{2.3.103}
\end{align*}
$$

Using the boundary condition (2.3.97), we observe that

$$
\begin{equation*}
X^{\prime}(0)=X^{\prime}(a)=0 \tag{2.3.104}
\end{equation*}
$$

Hence, we obtain

$$
\begin{equation*}
\kappa_{n}=\left(\frac{n \pi}{a}\right)^{2}, \quad n=0,1, \ldots \tag{2.3.105}
\end{equation*}
$$

corresponding solutions

$$
\begin{equation*}
X_{n}(x)=A_{n} \cos \left(\frac{n \pi}{a}\right) x \tag{2.3.106}
\end{equation*}
$$

where $A_{n}$ 's are arbitrary constants.
putting $\kappa=\kappa_{n}$ in Eq. (2.3.103), and solving for $Y$ yields

$$
\begin{gather*}
Y_{0}=B_{0}+C_{0} y  \tag{2.3.107}\\
Y_{n}=B_{n} \cosh \left(\frac{n \pi}{a}\right) y+C_{n} \sinh \left(\frac{n \pi}{a}\right) y, \quad n=1,2, \ldots \tag{2.3.108}
\end{gather*}
$$

The boundary condition $u(x, b)=0$ will be satisfied if $Y(b)=0$. putting $y=b$ in (2.3.107), gives

$$
\begin{equation*}
B_{0}=-b C_{0}, \quad B_{n}=-C_{n} \tanh \left(\frac{n \pi b}{a}\right) y \tag{2.3.109}
\end{equation*}
$$

or equivalently,

$$
\begin{equation*}
Y_{n}(y)=D_{n} \sinh \left[\frac{n \pi}{a}(y-b)\right], \quad n=1,2, \ldots . \tag{2.3.110}
\end{equation*}
$$

Thus, we obtain

$$
\begin{gather*}
u_{0}(x, y)=A_{0} C_{0}(y-b)=E_{0}(y-b),  \tag{2.3.111}\\
u_{n}(x, y)=E_{n} \cos \left(\frac{n \pi}{a}\right) x \sinh \left[\frac{n \pi}{a}(y-b)\right], \quad n=1,2, \ldots, \tag{2.3.112}
\end{gather*}
$$

where $E_{n}$ 's are constants. Then, we get the general form of the solution

$$
\begin{equation*}
u(x, y)=E_{0}(y-b)+\sum_{n=1}^{\infty} E_{n} \cos \left(\frac{n \pi}{a}\right) x \sinh \left[\frac{n \pi}{a}(y-b)\right] . \tag{2.3.113}
\end{equation*}
$$

Applying the boundary condition $u(x, 0)=f(x)$, we get

$$
\begin{equation*}
f(x)=-E_{0} b+\sum_{n=1}^{\infty} E_{n} \cos \left(\frac{n \pi}{a}\right) x \sinh \left(\frac{-n \pi b}{a}\right) . \tag{2.3.114}
\end{equation*}
$$

Determining the constants by boundary conditions, we get

$$
\begin{gather*}
E_{0}=\frac{-1}{b A} \int_{0}^{a} f(x) d x  \tag{2.3.115}\\
E_{n}=\frac{2}{A \sinh \left(\frac{-n \pi b}{a}\right)} \int_{0}^{a} f(x) \cos \left(\frac{-n \pi}{a} x\right) d x, \quad n=1,2, \ldots \tag{2.3.116}
\end{gather*}
$$

In this section, we used the separation of variables method to solve Laplace equation with boundary condition. But, the method of separation of variables results in a solution that is given in terms of a Fourier series which naturally incorporates the boundary conditions. This is a result of the fact that the boundary problems were used in structuring the series. This approach gives a compact way of expressing the solution, however, since an entirely new series must be constructed every time the boundary problems change, it is not an effective way to study boundary value problems. Also, the domain must be nice enough to find a coordinate system such that the partial differential equation is separable and such that the boundary conditions can be used in the solution. Therefore, for more complex domains it is difficult to use this method.

### 2.4 Poisson Equation

Poisson equation is an elliptic partial differential equation with wide applications in many fields, such as fluid dynamics, mechanical engineering, magnetism, electrostatics. In 1813, French mathematician Siméon-Denis Poisson (1781-1840) pointed out Laplace
error and showed that the partial differential equation must be nonhomogeneous. The Laplace equation is the special case of the Poisson equation when $f=0$.

The Poisson equation has the form

$$
\begin{equation*}
\Delta u=f \tag{2.4.1}
\end{equation*}
$$

where $\Delta$ is the Laplacian operator and $x \in \Omega, \quad \Omega \subset \mathbb{R}^{n}$ is a given open set and the unknown is $u: \bar{\Omega} \rightarrow \mathbb{R}$ and the function $f$ is known as a source function.

### 2.4.1 Fundamental Solution of Poisson Equation

By construction the function $x \rightarrow \Psi(x)$ is harmonic for $x \neq 0$. Shifting the origin to a new point $y$, the Eq.(2.2.1) is unchanged and so $x \rightarrow \Psi(x-y)$ is harmonic as a function of $x$ where $x \neq y$. The mapping $x \rightarrow \Psi(x-y) f(y)$ is harmonic for each point $y \in \mathbb{R}^{n}$, and so is the sum of finitely many such expression constructed for different points $y$. Consider the convolution

$$
\begin{equation*}
u(x)=\int_{\mathbb{R}^{n}} \Psi(x-y) f(y) d y \tag{2.4.2}
\end{equation*}
$$

From equations (2.2.3) and (2.4.2), we have

$$
u(x)=\left\{\begin{array}{lc}
\frac{-1}{2 \pi} \int_{\mathbb{R}^{n}} \log (|x-y|) f(y) d y & \text { for } n=2,  \tag{2.4.3}\\
\frac{1}{n(n-2) \omega_{n}} \int_{\mathbb{R}^{n}} \frac{f(y)}{|x-y|^{n-2}} d y & \text { for } n \geq 3 .
\end{array} .\right.
$$

For simplicity, we assume that the function $f$ used in Poisson equation is twice continuously differentiable [66].

Definition 2.4.1.1.[62] Let $\Omega$ be a domain in $\mathbb{R}^{n}$ and $f$ be a continuous function in $\Omega$. The function

$$
\begin{equation*}
\tau_{f}(x)=\int_{\Omega} \Psi(x-y) f(y) d y \tag{2.4.4}
\end{equation*}
$$

is called the Newtonian potential of function $f$ in $\Omega$, where $\Psi$ is the fundamental solution of the Laplace operator as in (2.2.3).

Lemma 2.4.1.2. Let $\Omega$ be a bounded domain, $f$ be a bounded function in $\Omega$ and $\tau_{f}$ be defined as (2.4.4). If $f$ is smooth in $\Omega$, then $\tau_{f}$ is smooth in $\Omega$. If the function $f \in C^{m-1}(\Omega)$ for some integer $m \geq 2$, then $\tau_{f} \in C^{m}(\Omega)$ and $\tau_{f}=f$ in $\Omega$.

### 2.5 Boundary Value Problems for the Poisson Equation

The fundamental boundary value problems for the Poisson equation are the Dirichlet problem which consist in finding a solution of $u$ on the domain $\Omega$ such that on the boundary of $\Omega$ is equal to some given functions and the Neumann problem specify not the function itself on the boundary of $\Omega$, but its normal derivative. A linear combination of these two boundary value problems is the Robin problem.

### 2.5.1 Dirichlet Problem for Poisson Equation

Let $\Omega \subset \mathbb{R}^{n}$ be a bounded open set, we denote by $\partial \Omega$ its boundary by $\bar{\Omega}$ and $f \in C(\Omega)$ and $g \in C(\partial \Omega)$ be given functions. Finding $u \in C^{2}(\Omega) \cap C(\bar{\Omega})$ which satisfying the

Poisson equation with Dirichlet problem

$$
\begin{align*}
& \Delta u=f \quad \text { in } \quad \Omega \\
& u=g \quad \text { on } \quad \partial \Omega . \tag{2.5.1}
\end{align*}
$$

The Dirihlet problem for Poisson equation can be solved by the method of the separation of variables [5]. We treat Poisson equation with zero boundary problem and take the solution of the Dirichlet problem for Laplace equation, which is a special case of problem when $f=0$.

Consider the function

$$
\psi_{n m}(x, y)=\sin \left(\frac{n \pi}{a}\right) x \sin \left(\frac{m \pi}{b}\right) y
$$

We have

$$
\Delta \psi_{n m}(x, y)=-\lambda_{n m} \sin \left(\frac{n \pi}{a}\right) x \sin \left(\frac{m \pi}{b}\right) y
$$

where $\lambda_{n m}=\frac{n^{2} \pi^{2}}{a^{2}}+\frac{m^{2} \pi^{2}}{b^{2}}$, and $n, m=1,2,3, \ldots$. The constant $\lambda_{n m}$ is called an eigenvalue of the Laplacian and the function $\psi_{n m}(x, y)$ the corresponding eigenfunction. The Laplacian of $\psi_{n m}(x, y)$ is a constant multiple of $\psi_{n m}(x, y)$.

Consider the solution

$$
\begin{equation*}
u(x, y)=\sum_{m=1}^{\infty} \sum_{n=1}^{\infty} T_{n m} \sin \left(\frac{n \pi}{a}\right) x \sin \left(\frac{m \pi}{b}\right) y \tag{2.5.2}
\end{equation*}
$$

where $T_{n m}$ are constants to be determined. Assume that can interchange the sums and the derivatives.

Differentiating twice in (2.5.2) and plugging into (2.5.1), we obtain

$$
\begin{equation*}
f(x, y)=-\sum_{m=1}^{\infty} \sum_{n=1}^{\infty} T_{n m} \lambda_{n m} \sin \left(\frac{n \pi}{a}\right) x \sin \left(\frac{m \pi}{b}\right) y . \tag{2.5.3}
\end{equation*}
$$

Concluding that

$$
\begin{equation*}
T_{n m}=\frac{-4}{a b \lambda_{n m}} \int_{0}^{b} \int_{0}^{a} f(x, y) \sin \left(\frac{n \pi}{a}\right) x \sin \left(\frac{m \pi}{b}\right) y \tag{2.5.4}
\end{equation*}
$$

The general solution of Dirichlet problem for Poisson equation is

$$
\begin{array}{r}
u(x, y)=\sum_{n=1}^{\infty} A_{n} \sin \frac{n \pi}{a} x \sinh \frac{n \pi}{a}(b-y)+\sum_{n=1}^{\infty} B_{n} \sinh \frac{n b \pi}{a} \sin \frac{n \pi}{a} x \\
+\sum_{n=1}^{\infty} C_{n} \sin \frac{n \pi}{b} y \sinh \frac{n \pi}{b}(a-x)+\sum_{n=1}^{\infty} D_{n} \sin \frac{n \pi}{b} y \sinh \frac{n \pi}{b} x \\
+\sum_{m=1}^{\infty} \sum_{n=1}^{\infty} T_{n m} \sin \left(\frac{n \pi}{a}\right) x \sin \left(\frac{m \pi}{b}\right) y \tag{2.5.5}
\end{array}
$$

where $A_{n}, B_{n}, C_{n}, D_{n}$ and $T_{n m}$ are coefficients and given by (2.3.7), (2.3.8), (2.3.9), (2.3.10), (2.5.4) [20].

Corollary 2.5.1.2.[37] Let $\Omega$ be a bounded domain in $\mathbb{R}^{n}$. Then for any function $f \in C(\Omega)$ and $g \in C(\partial \Omega)$, there exists at most one solution $u \in C(\Omega) \cap C(\bar{\Omega})$ of the problem

$$
\begin{gather*}
\Delta u=f \quad \text { in } \quad \Omega  \tag{2.5.6}\\
u=g \quad \text { on } \quad \partial \Omega . \tag{2.5.7}
\end{gather*}
$$

### 2.5.2 Neumann and Robin Problems for the Poisson Equation

Other problems besides Dirichlet problem, which achieve the Poisson equation in rectangular coordinates are Neumann and Robin value problems which have great importance and wide applications in the sciences of mathematics, physics and others. We will briefly discuss these boundary problems as follows

Definition 2.5.2.1. Let $\Omega \subset \mathbb{R}^{n}$ be a bounded open set and $f \in C(\Omega)$ and $g \in \partial \Omega$ be given functions. Seek $u \in C^{2}(\Omega) \cap C^{1}(\Omega)$ such that

$$
\begin{gather*}
\Delta u=f \quad \text { in } \quad \Omega  \tag{2.5.8}\\
\frac{\partial u}{\partial \nu}=\nabla u \cdot \nu=g \quad \text { on } \quad \partial \Omega \tag{2.5.9}
\end{gather*}
$$

where $\frac{\partial u}{\partial \nu}$ is the normal derivative.
Definition 2.5.2.2. Let $\Omega \subset \mathbb{R}^{n}$ be a bounded open set and $f \in C(\Omega)$ and $g \in C(\partial \Omega)$ be given functions. The Robin problem for Poisson equation is given by

$$
\begin{array}{r}
\Delta u=f \quad \text { in } \quad \Omega \\
\frac{\partial u}{\partial \nu}+\alpha u=g \quad \text { on } \quad \partial \Omega \tag{2.5.11}
\end{array}
$$

where $\alpha$ is a continuous function on $\partial \Omega$ and $\frac{\partial u}{\partial \nu}$ is the normal derivative.
Note that by setting $\alpha$ to zero, the Robin problem is reduced to Neumann problem. For the case of Dirichlet problem or mixed problem, the solution to Poisson equation always exists and is unique when it is smooth, compact, and with a piecewise smooth
boundary. For the case of the Neumann problem, a solution may or may not exist (depending on whether a certain condition is satisfied).

Finally, the Laplace equation in its homogeneous and heterogeneous form (Poisson) is one of the most important equations that had applications in various fields, which attracted for researchers and those interested to develop and find many methods of solution that removed difficulties and facilitated understanding and solving complex problems in different branches of science.

## CHAPTER 3

## The Solution of Second-Order Linear

 Partial Differential Equations in Spherical Coordinates Using the Separation of Variables Method
### 3.1 Introduction

Lagrange and Euler both had written Laplace equation in spherical coordinates. It was then Legendre, while studying gravitational attraction, who solved the spherical version in the 1780 s, with some help from Laplace. Poisson was accountable for proving that the gravitational potential must satisfy the nonhomogeneous Laplace equation, that is, Poisson equation in regions where mass is present. Also, it was while studying these problems that he provided his neat closed form solution to Laplace equation in polar coordinates. Moreover, around 1813, Poisson was the first to apply Laplace and Poisson equations to the study of electricity.

In this chapter, we deal with Laplace and Poisson equations in spherical coordinates with boundary conditions.

### 3.2 Laplace Equation in Spherical Coordinates

The coordinate systems which encounter most frequently are cartesian, spherical and cylindrical. We examined Laplace equation in cartesian coordinates in class and just began investigating its solution in spherical coordinates.

We define rectangular coordinate system for Laplace equation in three dimensions $x, y$ and $z$ by

$$
\begin{equation*}
\Delta u=\frac{\partial^{2} u}{\partial x^{2}}+\frac{\partial^{2} u}{\partial y^{2}}+\frac{\partial^{2} u}{\partial z^{2}}=0 \tag{3.2.1}
\end{equation*}
$$

### 3.2.1 The Dirichlet Problem for the Laplace Equation

We will change the rectangular coordinates system to spherical coordinates system and induced in the $x, y, z$ space are the spherical coordinates $r, \theta, \phi$ related to rectangular ones by

$$
x=r \sin \theta \cos \phi, \quad y=r \sin \theta \sin \phi, \quad z=r \cos \theta .
$$

Hence, we have

$$
r=\left(x^{2}+y^{2}+z^{2}\right)^{\frac{1}{2}}, \quad \theta=\arctan \left(\frac{\sqrt{x^{2}+y^{2}}}{z}\right) \text { and } \phi=\arctan \left(\frac{y}{x}\right)
$$

Under the spherical coordinate system radial distance $r$, polar angle $\theta$ and azimuthal angle $\phi$.

The Laplace equation is written in spherical coordinates as [54],

$$
\begin{equation*}
r^{2} \frac{\partial^{2} u}{\partial r^{2}}+2 r \frac{\partial u}{\partial r}+\frac{1}{\sin \theta} \frac{\partial}{\partial \theta}\left(\sin \theta \frac{\partial u}{\partial \theta}\right)+\frac{1}{\sin ^{2} \theta} \frac{\partial^{2} u}{\partial \phi^{2}}=0 . \tag{3.2.2}
\end{equation*}
$$

where $0<r<a, \quad 0<\theta<\pi$, and $0<\phi<2 \pi$, with boundary problems

$$
\begin{equation*}
u(a, \theta, \phi)=f(\theta, \phi), \quad 0<\theta<\pi, \quad 0<\phi<2 \pi . \tag{3.2.3}
\end{equation*}
$$

Also, we can written (3.2.2) as [39, 66]

$$
\begin{equation*}
\Delta u(r, \theta, \phi)=\frac{\partial^{2} u}{\partial r^{2}}+\frac{2}{r} \frac{\partial u}{\partial r}+\frac{1}{r^{2}} \frac{\partial^{2} u}{\partial \theta^{2}}+\frac{\cot \theta}{r^{2}} \frac{\partial u}{\partial \theta}+\frac{\csc ^{2} \theta}{r^{2}} \frac{\partial^{2} u}{\partial \phi^{2}}=0 . \tag{3.2.4}
\end{equation*}
$$

Using separation of variables method, we obtain the product solutions as

$$
\begin{equation*}
u(r, \theta, \phi)=R(r) \Theta(\theta) \Phi(\phi) \tag{3.2.5}
\end{equation*}
$$

Eq. (3.2.2) becomes

$$
\begin{equation*}
\left[\frac{r^{2}}{R} R^{\prime \prime}+\frac{2 r}{R} R^{\prime}+\frac{1}{\Theta \sin \theta} \frac{d}{d \theta}\left(\sin \theta \Theta^{\prime}\right)\right]=-\frac{1}{\Phi} \Phi^{\prime \prime}=m^{2} \tag{3.2.6}
\end{equation*}
$$

Hence, we get

$$
\begin{equation*}
\Phi^{\prime \prime}+m^{2} \Phi=0, \quad m=0,1,2, \ldots . \tag{3.2.7}
\end{equation*}
$$

The solutions of Eq. (3.2.7) are the $2 \pi$-periodic, which we combined in complex form as

$$
\begin{equation*}
\Phi(\phi)=e^{i m \phi} . \tag{3.2.8}
\end{equation*}
$$

Also, we have

$$
\begin{equation*}
\frac{r^{2}}{R} R^{\prime \prime}+\frac{2 r}{R} R^{\prime}=-\frac{1}{\Theta \sin \theta} \frac{d}{d \theta}\left(\sin \theta \Theta^{\prime}\right)+\frac{m^{2}}{\sin ^{2} \theta}=n(n+1) . \tag{3.2.9}
\end{equation*}
$$

Thus, we obtain

$$
\begin{gather*}
r^{2} R^{\prime \prime}+2 r R^{\prime}-n(n+1) R=0, \quad 0<r<a  \tag{3.2.10}\\
\frac{1}{\Theta \sin \theta} \frac{d}{d \theta}\left(\sin \theta \Theta^{\prime}\right)+\left[n(n+1)-\frac{m^{2}}{\sin ^{2} \theta}\right]=0 \tag{3.2.11}
\end{gather*}
$$

The equation (3.2.10) is the Euler equation. Hence, It is being homogeneous.
Putting $r=e^{z}$, reduces to

$$
\begin{equation*}
(D-n)(D+(n+1)) R=0, \tag{3.2.12}
\end{equation*}
$$

where $D \equiv \frac{d}{d z}$. Then, the roots are $D=n$ and $D=-(n+1)$.
Therefore, the solutions of Euler equation (3.2.10) are

$$
\begin{equation*}
R(r)=A r^{n}, \quad R^{*}(r)=B r^{-(1+n)}, \quad n=0,1,2, \ldots . \tag{3.2.13}
\end{equation*}
$$

We choose only the solution $R(r)=A r^{n}$.
To solve (3.2.11), we make the change of variables $\gamma=\cos \theta ; \quad \frac{d \gamma}{d \theta}=-\sin \theta$. Hence, by the chain rule,

$$
\Theta^{\prime}=\frac{d \Theta}{d \theta}=\frac{d \Theta}{d \gamma} \frac{d \gamma}{d \theta}=-\sin \theta \frac{d \Theta}{d \theta},
$$

and

$$
\Theta^{\prime \prime}=\sin ^{2} \theta \frac{d^{2} \Theta}{d \gamma^{2}}-\cos \theta \frac{d \Theta}{d \gamma}=\left(1-\gamma^{2}\right) \frac{d^{2} \Theta}{d \gamma^{2}}-\gamma \frac{d \Theta}{d \gamma} .
$$

Plugging into (3.2.11) and simplifying, we arrive at the associated Legendre differential equation

$$
\begin{equation*}
\left(1-\gamma^{2}\right) \Theta^{\prime \prime}-2 \gamma \Theta^{\prime}+\left[n(n+1)-\frac{m^{2}}{1-\gamma^{2}}\right] \Theta=0 \tag{3.2.14}
\end{equation*}
$$

This equation has bounded solutions in the interval $[-1,1]$. Then, the corresponding bounded solutions of Eq. (3.2.14) are denoted by $P_{n}^{m}(\gamma)$ and are called the associated Legendre functions, we substitute $\gamma=\cos \theta$. Hence, the bounded solutions of (3.2.7) are given by

$$
\begin{equation*}
\Theta(\theta)=P_{n}^{m}(\cos \theta) . \tag{3.2.15}
\end{equation*}
$$

Therefore, we arrive at the product solutions of Eq. (3.2.4):

$$
\begin{equation*}
u(r, \theta, \phi)=r^{n} e^{i m \phi} P_{n}^{m}(\cos \theta) . \tag{3.2.16}
\end{equation*}
$$

Remark 3.2.1.1. In the solutions of the Euler equation (3.2.13), we see that for problems inside the ball with $0<r<a$, we choose the bounded solutions $R(r)=A r^{n}$,
and reject $R^{*}(r)=B r^{-(1+n)}$ and for problems outside the ball with $r>a$, we choose $R(r)=B r^{-(1+n)}$ and discard $R(r)=A r^{n}$, which is unbounded as $r \rightarrow \infty[20]$.

### 3.2.2 The Spherical Harmonics

Spherical harmonics arise in a large variety of physical problems is solved by separation of variables in spherical coordinates. The spherical harmonic $Y_{n}^{m}(\theta, \phi),-n \leq m \leq n$, is a function of the two coordinates $\theta, \phi$ on the surface of a sphere. The spherical harmonics are orthogonal for different $n$ and $m$, and they are normalized so that their integrated square over the sphere is unity:

$$
\begin{equation*}
\int_{0}^{2 \pi} d \phi \int_{-1}^{1} d(\cos \theta) \bar{Y}_{n^{\prime} m^{\prime}}(\theta, \phi) Y_{n m}(\theta, \phi)=\delta_{n n^{\prime}} \delta_{m m^{\prime}} \tag{3.2.17}
\end{equation*}
$$

where $\bar{Y}_{n^{\prime}, m^{\prime}}(\theta, \phi)$ is a complex conjugation of $Y_{n^{\prime} m^{\prime}}[20,28]$.
The spherical harmonics can be used to expand functions defined on the sphere, much as we used Fourier series and other orthogonal series expansions.

Definition 3.2.2.1. The spherical harmonics $Y_{n, m}(\theta, \phi)$ is define by

$$
\begin{equation*}
Y_{n, m}(\theta, \phi)=\sqrt{\frac{(2 n+1)(n-m)!}{4 \pi(n+m)!}} P_{n}^{m}(\cos \theta) e^{i m \phi} \tag{3.2.18}
\end{equation*}
$$

where $n=0,1, \ldots$, and $m=-n,-n+1, \ldots, n-1, n$, and $P_{n}^{m}(\cos \theta)$ is the associated Legendre function of the $m$ th derivative of the Legendre polynomial of degree $n$. The coefficient in (3.2.18) is chosen. Therefore, the spherical harmonics become an orthonormal set of functions on the surface of the sphere when the element of surface
area $\sin \theta d \theta d \phi$.
Theorem 3.2.2.2.[20] Let $f(\theta, \phi)$ be a function defined for all $0<\phi<2 \pi, 0<\theta<\pi$, and suppose that $f$ is $2 \pi$-periodic in $\phi$. Then, we have the spherical harmonics series expansion

$$
\begin{equation*}
f(\theta, \phi)=\sum_{n=0}^{\infty} \sum_{m=-n}^{n} A_{n, m} Y_{n, m}(\theta, \phi), \tag{3.2.19}
\end{equation*}
$$

where the spherical harmonics coefficients are given by

$$
\begin{equation*}
A_{n, m}=\int_{0}^{2 \pi} \int_{0}^{\pi} f(\theta, \phi) \bar{Y}_{n, m} \sin \theta d \theta d \phi \tag{3.2.20}
\end{equation*}
$$

Theorem 3.2.2.3.[20] Let $f(r, \theta, \phi)$ be a square integrable function. Then

$$
\begin{equation*}
f(r, \theta, \phi)=\sum_{\xi=1}^{\infty} \sum_{n=0}^{\infty} \sum_{m=-n}^{n} A_{\xi n m} \xi_{n}\left(\gamma_{n \xi} r\right) Y_{n, m}(\theta, \phi), \tag{3.2.21}
\end{equation*}
$$

where $\xi_{n}$ is the spherical Bessel function, which defined by

$$
\begin{gather*}
\xi_{n}(r)=\sqrt{\frac{\pi}{2 r}} \xi_{\frac{2 n+1}{2}}(r)  \tag{3.2.22}\\
\text { Here } A_{\xi n m}=\frac{2 a^{-3}}{\xi_{n+1}^{2}\left(\alpha_{n+\frac{1}{2}, \xi}\right)} \int_{0}^{a} \int_{0}^{2 \pi} \int_{0}^{\pi} f(r, \theta, \phi) \xi_{n}\left(\gamma_{n, \xi} r\right) \bar{Y}_{n, m} r^{2} \sin \theta d \theta d \phi d r . \tag{3.2.23}
\end{gather*}
$$

### 3.2.3 The Dirichlet problem for the Laplace equation in a ball

Since Laplace equation is homogenous, we choose any scalar multiple of these equation.
Using (3.2.18), we can replace $P_{n}^{m}(\cos \theta) e^{i m \phi}$ in (3.2.16) by spherical harmonics $Y_{n, m}(\cos \theta, \phi)$ and take the product solutions

$$
\begin{equation*}
\frac{r^{n}}{a^{n}} Y_{n, m}(\theta, \phi) . \tag{3.2.24}
\end{equation*}
$$

Superposing scalar multiplies of these solutions, we obtain

$$
\begin{equation*}
u(r, \theta, \phi)=\sum_{n=0}^{\infty} \sum_{m=-n}^{n} A_{n m} \frac{r^{n}}{a^{n}} Y_{n, m}(\theta, \phi), \tag{3.2.25}
\end{equation*}
$$

where $A_{n m}$ is given by (3.2.20).
Theorem 3.2.3.1.[20] The solution of (3.2.2) subject to the boundary condition of (3.2.3) in a ball is given by (3.2.25).

The solution of Laplace equation in a ball has nice expression in terms of the Fourier coefficients of the boundary function.

### 3.3 Poisson Equation in Spherical Coordinates

One of the most commonly used three-dimensional coordinate systems is spherical coordinates. When we need to solve a partial differential equation, we try to propose a solution function comprised of the multiplication of single-variable functions. Then, the partial differential equation can be decomposed into a set of ordinary differential equations, which are more accessible to solve and whose solutions establish the solution of the original partial differential equation.

In this section, we will briefly discuss solving the Poisson equation in spherical coordinates.

### 3.3.1 Poisson Equation with Dirichlet Condition

In the previous chapter, we have solved Poisson equation in rectangular coordinates, and see the importance of this equation and its applications have been shown. Now the Poisson equation will be solved in spherical coordinates with boundary conditions. Consider Poisson equation with boundary problem in spherical coordinates

$$
\begin{equation*}
\Delta u(r, \theta, \phi)=f(r, \theta, \phi), \tag{3.3.1}
\end{equation*}
$$

where $0<r<a, \quad 0<\theta<\pi, \quad 0<\phi<2 \pi$, with boundary condition

$$
\begin{equation*}
u(a, \theta, \phi)=g(\theta, \phi) . \tag{3.3.2}
\end{equation*}
$$

The previous problem is the Dirichlet problem for Poisson equation [20, 48]. We reduce to Poisson problem with zero boundary condition and a Dirichlet problem with boundary condition given by (3.3.2). Hence, it remains to solve (3.3.1) with homogeneous boundary condition

$$
\begin{equation*}
u(a, \theta, \phi)=0 . \tag{3.3.3}
\end{equation*}
$$

We will use the method of eigenfunction expansion to solve (3.3.1) and (3.3.3). Hence, we get

$$
\begin{equation*}
u(r, \theta, \phi)=\sum_{\xi=1}^{\infty} \sum_{n=0}^{\infty} \sum_{m=-n}^{n} C_{\xi n m} \xi_{n}\left(\gamma_{n, s} r\right) Y_{n, m}(\theta, \phi) . \tag{3.3.4}
\end{equation*}
$$

To determine $C_{\xi n m}$, we plug the triple series into(3.3.1), and assume that each term satisfies (3.2.4) with $\kappa=\gamma_{n, s}^{2}$, we get

$$
\begin{equation*}
\sum_{\xi=1}^{\infty} \sum_{n=0}^{\infty} \sum_{m=-n}^{n} \gamma_{n, \xi}^{2} C_{\xi n m} \xi_{n}\left(\gamma_{n, \xi} r\right) Y_{n, m}(\theta, \phi)=f(r, \theta, \phi) \tag{3.3.5}
\end{equation*}
$$

Thinking of this last equation as an eigenfunction expansion of $f$, we get

$$
\begin{equation*}
C_{s n m}=\frac{-1}{\gamma_{n, \xi}^{2}} A_{\xi n m} \tag{3.3.6}
\end{equation*}
$$

where $A_{\xi n m}$ is given by (3.2.23) [20].
Theorem 3.3.1.1.[20] The solution of Poisson problem (3.3.1)-(3.3.2) is

$$
\begin{equation*}
u(r, \theta, \phi)=\sum_{\xi=1}^{\infty} \sum_{n=0}^{\infty} \sum_{m=-n}^{n} \frac{-1}{\gamma_{n, \xi}^{2}} A_{\xi n m} \xi_{n}\left(\gamma_{n, \xi} r\right) Y_{n, m}(\theta, \phi)+\sum_{n=0}^{\infty} \sum_{m=-n}^{n} A_{n m}\left(\frac{r}{a}\right)^{n} Y_{n, m}(\theta, \phi) \tag{3.3.7}
\end{equation*}
$$

where the spherical harmonic coefficients $A_{n m}$ is given by

$$
A_{n m}=\int_{0}^{2 \pi} \int_{0}^{\pi} f(\theta, \phi) \bar{Y}_{n, m}(\theta, \phi) \sin \theta d \theta d \phi
$$

Here the spherical harmonic series expansion $f(\theta, \phi)=\sum_{n=0}^{\infty} \sum_{m=-n}^{n} A_{n m} Y_{n, m}(\theta, \phi)$. Finally, we can say that as most researches have been focused on the solution in rectangular coordinates with simple boundary conditions, very little have been published for the solution in spherical coordinates. However, solutions in spherical coordinates are still of attention; for example, they are the natural coordinates for many astrophysical collapse problems (e.g. formation of galaxies, proto-star formation, supernovae). In such collapse calculations one has to solve the equations of conservation together with Poisson equation.

## CHAPTER 4

## Solving Second-Order Linear Partial Differential Equations by Integral Transforms

### 4.1 Introduction

In previous years, numerous notice has been given to deal with the single, double and triple transform, which have many applications in various field of mathematical sciences and engineering such as acoustics, physics, chemistry, etc.,.

The method of integral transforms is one of the most effective and easy methods for solving problems which are defined by differential equations and integral equations. Also, the integral transforms are very efficient methodology to solve the linear and nonlinear differential and integral equations. Many problems of physical concern are described by ordinary or partial differential equations with proper initial or boundary conditions, these problems are usually formulated as initial value problems or boundary value problems. The solutions of initial and boundary value problems are given by numerous integral transforms methods. Solving such equations using single integral transforms is more difficult than using the double integral transforms. In this chapter, we introduce double Laplace-Aboodh transform, double Laplace-Shehu transform and triple Laplace-Aboodh-Sumudu transform with their properties and applications.

### 4.2 Double Laplace-Aboodh Transform

Aboodh transform was introduced by Khalid Aboodh to facilitate the process of solving ordinary and partial differential equations in the time domain. The Aboodh transform is a new integral transform similar to the Laplace transform and other integral transforms that are defined in the time domain. We applied new double Laplace-Aboodh transform to solve Laplace, Poisson, wave and heat equations. We present method of double Laplace-Aboodh transform for solving these equations with initial and boundary conditions.

Definition 4.2.1. The Laplace transform of the continuous function $f(x)$ is defined by

$$
\begin{equation*}
\mathcal{L}[f(x)]=\int_{0}^{\infty} e^{-\rho x} f(x) d x=F(\rho), \tag{4.2.1}
\end{equation*}
$$

where $\mathcal{L}$ is the Laplace operator [6].
Provided that the integral exists. If the integral is convergent for some value of $\rho$, then the Laplace transformation of $f(x)$ exists, otherwise not.

The inverse Laplace transform is defined by

$$
\begin{equation*}
\mathcal{L}^{-1}[F(\rho)]=f(x)=\frac{1}{2 \pi i} \int_{\alpha-i \infty}^{\alpha+i \infty} e^{\rho x} F(\rho) d \rho \tag{4.2.2}
\end{equation*}
$$

where $\alpha$ is a real constant [31].
Definition 4.2.2. Let $f(y)$ be an exponential order function in the set

$$
\mathcal{H}=\left\{f(y): \exists \mathcal{B}, \alpha_{1}, \alpha_{2}>0,|f(y)|<\mathcal{B} e^{|y| \alpha_{i}}, \quad \text { for } \quad y \in(-1)^{i} \times[0, \infty), \quad i=1,2\right\} .
$$

where $\mathcal{B}$ is a finite number and $\alpha_{1}, \alpha_{2}$ may finite or infinite. Then the Aboodh transform of the function $f(y)$ is given by

$$
\begin{equation*}
\mathcal{A}[f(y)]=F(\lambda)=\frac{1}{\lambda} \int_{0}^{\infty} e^{-\lambda y} f(y) d y, \quad \alpha_{1}<y<\alpha_{2}, \tag{4.2.3}
\end{equation*}
$$

where $\mathcal{A}$ is called the Aboodh transform operator.
The inverse Aboodh transform is given by

$$
\begin{equation*}
\mathcal{A}^{-1}[F(\lambda)]=f(y)=\frac{1}{2 \pi i} \int_{\beta-i \infty}^{\beta+i \infty} \lambda e^{\lambda y} F(\lambda) d \lambda ; \beta \geq 0 . \tag{4.2.4}
\end{equation*}
$$

where $\beta$ is a real constant $[2,9]$.
In the next definition, we introduce the double Laplace-Aboodh transform.
Definition 4.2.3. The double Laplace-Aboodh transform of the function $f$ of two variables $x, y>0$ is denoted by $\quad \mathcal{L}_{x} \mathcal{A}_{y}[f(x, y)]=F(\rho, \lambda) \quad$ and defined by

$$
\begin{equation*}
\mathcal{L}_{x} \mathcal{A}_{y}[f(x, y)]=F(\rho, \lambda)=\frac{1}{\lambda} \int_{0}^{\infty} \int_{0}^{\infty} e^{-(\rho x+\lambda y)} f(x, y) d x d y \tag{4.2.5}
\end{equation*}
$$

provided the integral exists.
Definition 4.2.4. The inverse double Laplace-Aboodh transform of the function $f(x, y)$ is defined by

$$
\begin{equation*}
f(x, y)=\mathcal{L}_{x}^{-1} \mathcal{A}_{y}^{-1}[F(\rho, \lambda)]=\frac{1}{(2 \pi i)^{2}} \int_{\alpha-i \infty}^{\alpha+i \infty} e^{\rho x}\left(\int_{\beta-i \infty}^{\beta+i \infty} \lambda e^{\lambda y} F(\rho, \lambda) d \lambda\right) d \rho \tag{4.2.6}
\end{equation*}
$$

where $\alpha$ and $\beta$ are real constants.

### 4.2.1 Existence and Uniqueness of The Double Laplace-Aboodh

## Transform

Definition 4.2.1.1. A function $f(x, y)$ is said to be of exponential orders $\alpha, \beta>0$, on $0 \leq x, y<\infty$, if there exists positive constants $K, X$ and $Y$ such that

$$
|f(x, y)| \leq K e^{(\alpha x+\beta y)}, \quad \text { for all } \quad x>X, \quad y>Y
$$

and we write

$$
f(x, y)=o\left(e^{\alpha x+\beta y}\right) \quad \text { as } \quad x, y \rightarrow \infty .
$$

Or, equivalently,
$\lim _{x \rightarrow \infty, y \rightarrow \infty} e^{-(\rho x+\lambda y)}|f(x, y)| \leq K \lim _{x \rightarrow \infty, y \rightarrow \infty} e^{-(\rho-\alpha) x} e^{-(\lambda-\beta) y}=0, \quad \rho>\alpha, \lambda>\beta$.
Theorem 4.2.1.2. Let $f(x, y)$ be a continuous function in every finite intervals $(0, X)$ and $(0, Y)$ and of exponential order $e^{(\alpha x+\beta y)}$, then the double Laplace-Aboodh transform of $f(x, y)$ exists for all $\rho>\alpha$ and $\lambda>\beta$.

Proof. Let $f(x, y)$ be of exponential order $e^{(\alpha x+\beta y)}$, such that

$$
|f(x, y)| \leq K e^{(\alpha x+\beta y)}, \quad \text { for } \quad \text { all } \quad x>X, \quad y>Y
$$

Then, we have

$$
\begin{aligned}
|F(\rho, \lambda)| & =\left|\frac{1}{\lambda} \int_{0}^{\infty} \int_{0}^{\infty} e^{-(\rho x+\lambda y)} f(x, y) d x d y\right| \\
& \leq \frac{1}{\lambda} \int_{0}^{\infty} \int_{0}^{\infty} e^{-(\rho x+\lambda y)}|f(x, y)| d x d y \\
& \leq \frac{K}{\lambda} \int_{0}^{\infty} \int_{0}^{\infty} e^{-(\rho x+\lambda y)} e^{(\alpha x+\beta y)} d x d y \\
& =\frac{K}{\lambda} \int_{0}^{\infty} e^{-(\rho-\alpha) x} d x \int_{0}^{\infty} e^{-(\lambda-\beta) y} d y \\
& =\frac{K}{(\rho-\alpha)\left(\lambda^{2}-\beta \lambda\right)} .
\end{aligned}
$$

Thus, the proof is complete.
Theorem 4.2.1.3. Let $F_{1}(\rho, \lambda)$ and $F_{2}(\rho, \lambda)$ be the double Laplace-Aboodh transform of the continuous functions $f_{1}(x, y)$ and $f_{2}(x, y)$ defined for $x, y \geq 0$ respectively. If $F_{1}(\rho, \lambda)=F_{2}(\rho, \lambda)$, then $f_{1}(x, y)=f_{2}(x, y)$.

Proof. Assume that $\alpha$ and $\beta$ are adequately large, since

$$
f(x, y)=\mathcal{L}_{x}^{-1} \mathcal{A}_{y}^{-1}[F(\rho, \lambda)]=\frac{1}{(2 \pi i)^{2}} \int_{\alpha-i \infty}^{\alpha+i \infty} e^{\rho x}\left(\int_{\beta-i \infty}^{\beta+i \infty} \lambda e^{\lambda y} F(\rho, \lambda) d \lambda\right) d \rho
$$

we deduce that

$$
\begin{aligned}
f_{1}(x, y) & =\frac{1}{(2 \pi i)^{2}} \int_{\alpha-i \infty}^{\alpha+i \infty} e^{\rho x}\left(\int_{\beta-i \infty}^{\beta+i \infty} \lambda e^{\lambda y} F_{1}(\rho, \lambda) d \lambda\right) d \rho \\
& =\frac{1}{(2 \pi i)^{2}} \int_{\alpha-i \infty}^{\alpha+i \infty} e^{\rho x}\left(\int_{\beta-i \infty}^{\beta+i \infty} \lambda e^{\lambda y} F_{2}(\rho, \lambda) d \lambda\right) d \rho \\
& =f_{2}(x, y) .
\end{aligned}
$$

This proves the uniqueness of the double Laplace-Aboodh transform.

### 4.2.2 Some Useful Properties of Laplace-Aboodh Transform

Linearity property 4.2 .2 .1 . If the double Laplace-Aboodh transform of functions $f_{1}(x, y)$ and $f_{2}(x, y)$ are $F_{1}(\rho, \lambda)$ and $F_{2}(\rho, \lambda)$ respectively, then double LaplaceAboodh transform of $\alpha f_{1}(x, y)+\beta f_{2}(x, y)$ is given by $\alpha F_{1}(\rho, \lambda)+\beta F_{2}(\rho, \lambda)$, where $\alpha$ and $\beta$ are arbitrary constants.

Proof.

$$
\begin{align*}
\mathcal{L}_{x} \mathcal{A}_{y}\left[\alpha f_{1}(x, y)+\beta f_{2}(x, y)\right] & =\int_{0}^{\infty} \int_{0}^{\infty} e^{-(\rho x+\lambda y)}\left(\alpha f_{1}(x, y)+\beta f_{2}(x, y)\right) d x d y \\
& =\alpha \int_{0}^{\infty} \int_{0}^{\infty} e^{-(\rho x+\lambda y)} f_{1}(x, y) d x d y \\
& +\beta \int_{0}^{\infty} \int_{0}^{\infty} e^{-(\rho x+\lambda y)} f_{2}(x, y) d x d y \\
& =\alpha F_{1}(\rho, \lambda)+\beta F_{2}(\rho, \lambda) . \tag{4.2.7}
\end{align*}
$$

Change of scale property 4.2 .2 .2 . Let $f(x, y)$ be a function such that

$$
\mathcal{L}_{x} \mathcal{A}_{y}[f(x, y)]=F(\rho, \lambda) .
$$

Then for $\alpha$ and $\beta$ are positive constants, we have

$$
\begin{equation*}
\mathcal{L}_{x} \mathcal{A}_{y}[f(\alpha x, \beta y)]=\frac{1}{\alpha \beta^{2}} F\left(\frac{\rho}{\alpha}, \frac{\lambda}{\beta}\right) . \tag{4.2.8}
\end{equation*}
$$

Proof.

$$
\mathcal{L}_{x} \mathcal{A}_{y}[f(\alpha x, \beta y)]=\frac{1}{\lambda} \int_{0}^{\infty} \int_{0}^{\infty} e^{-(\rho x+\lambda y)} f(\alpha x, \beta y) d x d y
$$

Let $u=\alpha x, \quad v=\beta y$, then

$$
\begin{aligned}
\mathcal{L}_{x} \mathcal{A}_{y}[f(u, v)] & =\frac{1}{\alpha \beta \lambda} \int_{0}^{\infty} \int_{0}^{\infty} e^{-\left(\frac{\rho}{\alpha} u+\frac{\lambda}{\beta} v\right)} f(u, v) d u d v \\
& =\frac{1}{\alpha \beta^{2} \frac{\lambda}{\beta}} \int_{0}^{\infty} \int_{0}^{\infty} e^{-\left(\frac{\rho}{\alpha} u+\frac{\lambda}{\beta} v\right)} f(u, v) d u d v \\
& =\frac{1}{\alpha \beta^{2}} F\left(\frac{\rho}{\alpha}, \frac{\lambda}{\beta}\right) .
\end{aligned}
$$

Shifting property 4.2.2.3. If $\mathcal{L}_{x} \mathcal{A}_{y}[f(x, y)]=F(\rho, \lambda)$, then for any pair of real constants $\alpha, \beta>0$,

$$
\begin{equation*}
\mathcal{L}_{x} \mathcal{A}_{y}\left[e^{(\alpha x+\beta y)} f(x, y)\right]=\frac{\lambda-\beta}{\lambda} F(\rho-\alpha, \lambda-\beta) . \tag{4.2.9}
\end{equation*}
$$

Proof. Using the definition of double Laplace-Aboodh transform, we get

$$
\begin{aligned}
\mathcal{L}_{x} \mathcal{A}_{y}\left[e^{(\alpha x+\beta y)} f(x, y)\right] & =\frac{1}{\lambda} \int_{0}^{\infty} \int_{0}^{\infty} e^{-(\rho x+\lambda y)} e^{(\alpha x+\beta y)} f(x, y) d x d y \\
& =\frac{1}{\lambda} \int_{0}^{\infty} \int_{0}^{\infty} e^{-((\rho-\alpha) x+(\lambda-\beta) y)} f(x, y) d x d y \\
& =\frac{\lambda-\beta}{\lambda(\lambda-\beta)} \int_{0}^{\infty} \int_{0}^{\infty} e^{-((\rho-\alpha) x+(\lambda-\beta) y)} f(x, y) d x d y \\
& =\frac{\lambda-\beta}{\lambda} F(\rho-\alpha, \lambda-\beta)
\end{aligned}
$$

Derivatives properties 4.2.2.4. If $\mathcal{L}_{x} \mathcal{A}_{y}[f(x, y)]=F(\rho, \lambda)$, then

$$
\begin{equation*}
\text { (1). } \quad \mathcal{L}_{x} \mathcal{A}_{y}\left[\frac{\partial f(x, y)}{\partial x}\right]=\rho F(\rho, \lambda)-\mathcal{A}[f(0, y)] \tag{4.2.10}
\end{equation*}
$$

## Proof.

$$
\begin{aligned}
\mathcal{L}_{x} \mathcal{A}_{y}\left[\frac{\partial f(x, y)}{\partial x}\right] & =\frac{1}{\lambda} \int_{0}^{\infty} \int_{0}^{\infty} e^{-(\rho x+\lambda y)} \frac{\partial f(x, y)}{\partial x} d x d y \\
& =\frac{1}{\lambda} \int_{0}^{\infty} e^{-\lambda y} d y\left(\int_{0}^{\infty} e^{-\rho x} f_{x}(x, y) d x\right)
\end{aligned}
$$

Using integration by parts, let $u=e^{-\rho x}, \quad d v=f_{x}(x, y) d x$, then we obtain

$$
\begin{align*}
& \mathcal{L}_{x} \mathcal{A}_{y}\left[\frac{\partial f(x, y)}{\partial x}\right]=\frac{1}{\lambda} \int_{0}^{\infty} e^{-\lambda y} d y\left(-f(0, y)+\rho \int_{0}^{\infty} e^{-\rho x} f(x, y) d x\right) \\
&=\rho F(\rho, \lambda)-\mathcal{A}[f(0, y)] . \\
&(2) . \quad \mathcal{L}_{x} \mathcal{A}_{y}\left[\frac{\partial f(x, y)}{\partial y}\right]=\lambda F(\rho, \lambda)-\frac{1}{\lambda} \mathcal{L}[f(x, 0)] . \tag{4.2.11}
\end{align*}
$$

## Proof.

$$
\begin{aligned}
\mathcal{L}_{x} \mathcal{A}_{y}\left[\frac{\partial f(x, y)}{\partial y}\right] & =\frac{1}{\lambda} \int_{0}^{\infty} \int_{0}^{\infty} e^{-(\rho x+\lambda y)} \frac{\partial f(x, y)}{\partial y} d x d y \\
& =\frac{1}{\lambda} \int_{0}^{\infty} e^{-\rho x} d x\left(\int_{0}^{\infty} e^{-\lambda y} f_{y}(x, y) d y\right)
\end{aligned}
$$

Using integration by parts, let $u=e^{-\lambda y}, \quad d v=f_{y}(x, y) d y$, then we obtain

$$
\begin{aligned}
\mathcal{L}_{x} \mathcal{A}_{y}\left[\frac{\partial f(x, y)}{\partial y}\right] & =\frac{1}{\lambda} \int_{0}^{\infty} e^{-\rho x} d x\left(-f(x, 0)+\lambda \int_{0}^{\infty} e^{-\lambda y} f(x, y) d y\right) \\
& =\lambda F(\rho, \lambda)-\frac{1}{\lambda} \mathcal{L}[f(x, 0)] .
\end{aligned}
$$

(3). $\quad \mathcal{L}_{x} \mathcal{A}_{y}\left[\frac{\partial^{2} f(x, y)}{\partial x^{2}}\right]=\rho^{2} F(\rho, \lambda)-\rho \mathcal{A}[f(0, y)]-\mathcal{A}\left[f_{x}(0, y)\right]$.

## Proof.

$$
\begin{aligned}
\mathcal{L}_{x} \mathcal{A}_{y}\left[\frac{\partial^{2} f(x, y)}{\partial x^{2}}\right] & =\frac{1}{\lambda} \int_{0}^{\infty} \int_{0}^{\infty} e^{-(\rho x+\lambda y)} \frac{\partial^{2} f(x, y)}{\partial x^{2}} d x d y \\
& =\frac{1}{\lambda} \int_{0}^{\infty} e^{-\lambda y} d y\left(\int_{0}^{\infty} e^{-\rho x} f_{x x}(x, y) d x\right)
\end{aligned}
$$

Using integration by parts, we obtain

$$
\begin{aligned}
\mathcal{L}_{x} \mathcal{A}_{y}\left[\frac{\partial^{2} f(x, y)}{\partial x^{2}}\right] & =\frac{1}{\lambda} \int_{0}^{\infty} e^{-\lambda y} d y\left(-f_{x}(0, y)+\rho\left\{-f(0, y)+\rho \int_{0}^{\infty} e^{-\rho x} f(x, y) d x\right\}\right) \\
& =\rho^{2} F(\rho, \lambda)-\rho \mathcal{A}[f(0, y)]-\mathcal{A}\left[f_{x}(0, y)\right]
\end{aligned}
$$

Similarly, we can prove that:
(4).

$$
\mathcal{L}_{x} \mathcal{A}_{y}\left[\frac{\partial^{2} f(x, y)}{\partial y^{2}}\right]=\lambda^{2} F(\rho, \lambda)-\mathcal{L}[f(x, 0)]-\frac{1}{\lambda} \mathcal{L}\left[f_{y}(x, 0)\right] .
$$

(5).

$$
\mathcal{L}_{x} \mathcal{A}_{y}\left[\frac{\partial^{2} f(x, y)}{\partial x \partial y}\right]=\rho \lambda F(\rho, \lambda)-\frac{\rho}{\lambda} \mathcal{L}[f(x, 0)]-\mathcal{A}\left[f_{y}(0, y)\right]
$$

### 4.2.3 The Double Laplace-Aboodh Transform of Some Elementary

## Functions

(1). If the function $f(x, y)=1$, then

$$
\begin{equation*}
\mathcal{L}_{x} \mathcal{A}_{y}[f(x, y)]=\frac{1}{\lambda} \int_{0}^{\infty} \int_{0}^{\infty} e^{-(\rho x+\lambda y)} d x d y=\frac{1}{\rho \lambda^{2}} \tag{4.2.13}
\end{equation*}
$$

(2). If the function $f(x, y)=x y$, then

$$
\begin{equation*}
\mathcal{L}_{x} \mathcal{A}_{y}[f(x, y)]=\frac{1}{\lambda} \int_{0}^{\infty} \int_{0}^{\infty} e^{-(\rho x+\lambda y)} x y d x d y=\frac{1}{\rho^{2} \lambda^{3}} . \tag{4.2.14}
\end{equation*}
$$

(3). If the function $f(x, y)=x^{2} y^{2}$, then

$$
\begin{equation*}
\mathcal{L}_{x} \mathcal{A}_{y}[f(x, y)]=\frac{1}{\lambda} \int_{0}^{\infty} \int_{0}^{\infty} e^{-(\rho x+\lambda y)} x^{2} y^{2} d x d y=\frac{4}{\rho^{3} \lambda^{4}} \tag{4.2.15}
\end{equation*}
$$

(4). If the function $f(x, y)=x^{n} y^{m}, n, m=0,1,2, \quad \ldots$, then

$$
\begin{equation*}
\mathcal{L}_{x} \mathcal{A}_{y}[f(x, y)]=\frac{1}{\lambda} \int_{0}^{\infty} \int_{0}^{\infty} e^{-(\rho x+\lambda y)} x^{n} y^{m} d x d y=\frac{n!m!}{\rho^{n+1} \lambda^{m+2}} \tag{4.2.16}
\end{equation*}
$$

(5). If the function $f(x, y)=x^{\sigma} y^{\nu}, \sigma \geq-1, \nu \geq-1$, then

$$
\mathcal{L}_{x} \mathcal{A}_{y}[f(x, y)]=\frac{1}{\lambda} \int_{0}^{\infty} \int_{0}^{\infty} e^{-(\rho x+\lambda y)} x^{\sigma} y^{\nu} d x d y=\int_{0}^{\infty} e^{-\rho x} x^{\sigma} d x \int_{0}^{\infty} \frac{1}{\lambda} e^{-\lambda y} y^{\nu} d y
$$

Let $\zeta=\rho x \quad$ and $\quad \eta=\lambda y$

$$
\begin{align*}
\mathcal{L}_{x} \mathcal{A}_{y}[f(x, y)] & =\frac{1}{\rho^{\sigma+1}} \int_{0}^{\infty} e^{-\zeta} \zeta^{\sigma} d \zeta\left(\frac{1}{\lambda^{\nu+2}} \int_{0}^{\infty} e^{-\eta} \eta^{\nu} d \eta\right) \\
& =\Gamma(\sigma+1)\left(\frac{1}{\rho^{\sigma+1}}\right) \Gamma(\nu+1) \frac{1}{\lambda^{\nu+2}} \tag{4.2.17}
\end{align*}
$$

Where $\Gamma($.$) is the Euler gamma function.$
(6). If the function $f(x, y)=e^{(\alpha x+\beta y)}, \quad \alpha, \beta=0,1,2, \ldots$, then

$$
\begin{equation*}
\mathcal{L}_{x} \mathcal{A}_{y}[f(x, y)]=\frac{1}{\lambda} \int_{0}^{\infty} \int_{0}^{\infty} e^{-(\rho x+\lambda y)} e^{(\alpha x+\beta y)} d x d \lambda=\frac{1}{(\rho-\alpha)\left(\lambda^{2}-\beta \lambda\right)} \tag{4.2.18}
\end{equation*}
$$

Similarly,

$$
\begin{align*}
\mathcal{L}_{x} \mathcal{A}_{y}\left[e^{i(\alpha y+\beta y)}\right] & =\frac{1}{\lambda} \int_{0}^{\infty} \int_{0}^{\infty} e^{-(\rho x+\lambda y)} e^{i(\alpha x+\beta y)} d x d y=\frac{1}{\lambda(\rho-i \alpha)} \frac{1}{(\lambda-i \beta)} \\
& =\frac{(\rho \lambda-\alpha \beta)+i(\rho \beta+\alpha \lambda)}{\left(\rho^{2}+\alpha^{2}\right)\left(\lambda^{3}+\beta^{2} \lambda\right)} \tag{4.2.19}
\end{align*}
$$

Consequently,

$$
\begin{aligned}
\mathcal{L}_{x} \mathcal{A}_{y}[\cos (\alpha x+\beta y)] & =\frac{\rho \lambda-\alpha \beta}{\left(\rho^{2}+\alpha^{2}\right)\left(\lambda^{3}+\beta^{2} \lambda\right)}, \\
\mathcal{L}_{x} \mathcal{A}_{y}[\sin (\alpha x+\beta y)] & =\frac{\rho \beta+\alpha \lambda}{\left(\rho^{2}+\alpha^{2}\right)\left(\lambda^{3}+\beta^{2} \lambda\right)} .
\end{aligned}
$$

(7). If the function $f(x, y)=\cosh (\alpha x+\beta y), \quad \alpha, \beta=0,1,2, \ldots$, then

$$
\begin{align*}
\mathcal{L}_{x} \mathcal{A}_{y}[f(x, y)] & =\frac{1}{\lambda} \int_{0}^{\infty} \int_{0}^{\infty} e^{-(\rho x+\lambda y)} \cosh (\alpha x+\beta y) d x d y \\
& =\frac{\rho \lambda+\alpha \beta}{\left(\rho^{2}-\alpha^{2}\right)\left(\lambda^{3}-\beta^{2} \lambda\right)} \tag{4.2.20}
\end{align*}
$$

(8). If the function $f(x, y)=\sinh (\alpha x+\beta y), \quad \alpha, \beta=0,1,2, \quad \ldots$, then

$$
\begin{align*}
\mathcal{L}_{x} \mathcal{A}_{y}[f(x, y)] & =\frac{1}{\lambda} \int_{0}^{\infty} \int_{0}^{\infty} e^{-(\rho x+\lambda y)} \sinh (\alpha x+\beta y) d x d y \\
& =\frac{\rho \beta+\alpha \lambda}{\left(\rho^{2}-\alpha^{2}\right)\left(\lambda^{3}-\beta^{2} \lambda\right)} \tag{4.2.21}
\end{align*}
$$

### 4.2.4 Applications of the Double Laplace-Aboodh Transform

In this section, to establish the efficiency of the suggestion method we consider secondorder linear partial differential equations with initial and boundary problems. Let the second-order nonhomogeneous linear partial differential equation in two independent variables $(x, y)$ be in the form:
$A f_{x x}(x, y)+B f_{y y}(x, y)+C f_{x}(x, y)+D f_{y}(x, y)+E f(x, y)=h(x, y),(x, y) \in\left[\mathbb{Z}_{+}^{2} 2.22\right)$
with the initial conditions:

$$
\begin{equation*}
f(x, 0)=T_{1}(x), \quad f_{y}(x, 0)=T_{2}(x), \tag{4.2.23}
\end{equation*}
$$

and the boundary conditions:

$$
\begin{equation*}
f(0, y)=T_{3}(y), \quad f_{x}(0, y)=T_{4}(y) \tag{4.2.24}
\end{equation*}
$$

where $A, B, C, D$ and $E$ are constants and $h(x, y)$ is the source term.
Using the property of partial derivative of the double Laplace-Aboodh transform for equation (4.2.22), single Laplace transform for equation (4.2.23) and single Aboodh transform for equation (4.2.24) and simplifying, we obtain that:

$$
\begin{equation*}
F(\rho, \lambda)=\frac{\left(B+\frac{D}{\lambda}\right) T_{1}(\rho)+\frac{B}{\lambda} T_{2}(\rho)+(A \rho+C) T_{3}(\lambda)+A T_{4}(\lambda)+H(\rho, \lambda)}{\left(A \rho^{2}+B \lambda^{2}+C \rho+D \lambda+E\right)} \tag{4.2.25}
\end{equation*}
$$

where $H(\rho, \lambda)=\mathcal{L}_{x} \mathcal{A}_{y}[h(x, y)]$.
Lastly, solving this algebraic equation in $F(\rho, \lambda)$ and taking the inverse double LaplaceAboodh transform on both sides of equation (4.2.25), yields

$$
f(x, y)=\mathcal{L}_{x}^{-1} \mathcal{A}_{y}^{-1}\left[\frac{\left.\left.\left(B+\frac{D}{\lambda}\right) T_{1}(\rho)+\frac{B}{\lambda} T_{2}(\rho)+(A \rho+C) T_{3}(\lambda)+A T_{4}(\lambda)+H(\rho, \lambda)_{4}\right]_{2} .26\right)}{\left(A \rho^{2}+B \lambda^{2}+C \rho+D \lambda+E\right)}\right.
$$

which represent the general formula for the solution of equation (4.2.22) by double Laplace-Aboodh transform method.

Example 4.2.4.1. Consider the following boundary Laplace equation

$$
\begin{equation*}
f_{x x}(x, y)+f_{y y}(x, y)=0, \quad(x, y) \in \mathbb{R}_{+}^{2} \tag{4.2.27}
\end{equation*}
$$

with the conditions:

$$
\begin{cases}f(x, 0)=\sinh x=T_{1}(x), & f_{y}(x, 0)=0=T_{2}(x), \\ f(0, y)=0=T_{3}(y), & f_{x}(0, y)=\cos y=T_{4}(y) .\end{cases}
$$

## Solution:

Substituting
$T_{1}(\rho)=\frac{1}{\rho^{2}-1}, \quad T_{2}(\rho)=0, \quad T_{3}(\lambda)=0, \quad T_{4}(\lambda)=\frac{1}{\lambda^{2}+1}, \quad H(\rho, \lambda)=0$,
in (4.2.25) and simplifying, we get a solution of (4.2.27)

$$
\begin{equation*}
f(x, y)=\mathcal{L}_{x}^{-1} \mathcal{A}_{y}^{-1}\left[\frac{1}{\rho^{2}+\lambda^{2}}\left(\frac{1}{\rho^{2}-1}+\frac{1}{\lambda^{2}+1}\right)\right]=\sinh x \cos y \tag{4.2.28}
\end{equation*}
$$

Example 4.2.4.2. Consider the following boundary Poisson equation

$$
\begin{equation*}
f_{x x}(x, y)+f_{y y}(x, y)=2 e^{-x+y}, \quad(x, y) \in \mathbb{R}_{+}^{2} \tag{4.2.29}
\end{equation*}
$$

with the conditions:

$$
\begin{cases}f(x, 0)=e^{-x}+\cos x=T_{1}(x), & f_{y}(x, 0)=e^{-x}+\cos x=T_{2}(x), \\ f(0, y)=2 e^{y}=T_{3}(y), & f_{x}(0, y)=-e^{y}=T_{4}(y) .\end{cases}
$$

## Solution:

Substituting

$$
\begin{cases}T_{1}(\rho)=\frac{1}{\rho+1}+\frac{\rho}{\rho^{2}+1}, & T_{2}(\rho)=\frac{1}{\rho+1}+\frac{\rho}{\rho^{2}+1}, \\ T_{3}(\lambda)=\frac{2}{\lambda(\lambda-1)}, & T_{4}(\lambda)=\frac{-1}{\lambda(\lambda-1)}, \\ H(\rho, \lambda)=\frac{2}{\lambda(\rho+1)(\lambda-1)}, & \end{cases}
$$

in (4.2.25) and simplifying, we get

$$
\begin{align*}
F(\rho, \lambda) & =\frac{\left(\frac{2}{\lambda(\rho+1)(\lambda-1)}+\frac{2 \rho}{\lambda(\lambda-1)}-\frac{1}{\lambda(\lambda-1)}+\frac{1}{\rho+1}+\frac{\rho}{\rho^{2}+1}+\frac{1}{\lambda(\rho+1)}+\frac{\rho}{\lambda\left(\rho^{2}+1\right)}\right)}{\left(\rho^{2}+\lambda^{2}\right)} \\
& =\frac{1}{\lambda(\rho+1)(\lambda-1)}+\frac{\rho}{\lambda\left(\rho^{2}+1\right)(\lambda-1)} . \tag{4.2.30}
\end{align*}
$$

Taking the inverse double Laplace-Aboodh transform of equation (4.2.30), we get a solution of (4.2.29)

$$
\begin{align*}
f(x, y) & =\mathcal{L}_{x}^{-1} \mathcal{A}_{y}^{-1}\left[\frac{1}{\lambda(\rho+1)(\lambda-1)}+\frac{\rho}{\lambda\left(\rho^{2}+1\right)(\lambda-1)}\right] \\
& =e^{-x+y}+e^{y} \cos x \tag{4.2.31}
\end{align*}
$$

Example 4.2.4.3. Consider the following nonhomogeneous wave equation

$$
\begin{equation*}
f_{t t}(x, t)=f_{x x}(x, t)+6 t+2 x, \quad(x, t) \in \mathbb{R}_{+}^{2}, \tag{4.2.32}
\end{equation*}
$$

with the conditions:

$$
\begin{cases}f(x, 0)=0=T_{1}(x), & f_{t}(x, 0)=\sin x=T_{2}(x) \\ f(0, t)=t^{3}=T_{3}(t), & f_{x}(0, t)=t^{2}+\sin t=T_{4}(t)\end{cases}
$$

## Solution:

Substituting

$$
\begin{cases}T_{1}(\rho)=0, & T_{2}(\rho)=\frac{1}{\rho^{2}+1}, \\ T_{3}(\lambda)=\frac{6}{\lambda^{5}}, & T_{4}(\lambda)=\frac{2}{\lambda^{4}}+\frac{1}{\lambda\left(\lambda^{2}+1\right)}, \\ H(\rho, \lambda)=\frac{6}{\rho \lambda^{3}}+\frac{2}{\rho^{2} \lambda^{2}}, & \end{cases}
$$

in (4.2.25) and simplifying, we get

$$
\begin{align*}
F(\rho, \lambda) & =\frac{1}{\rho^{2}-\lambda^{2}}\left(\frac{6 \rho}{\lambda^{5}}+\frac{2}{\lambda^{4}}+\frac{1}{\lambda\left(\lambda^{2}+1\right)}-\frac{1}{\lambda\left(\rho^{2}+1\right)}-\frac{2}{\rho^{2} \lambda^{2}}-\frac{6}{\rho \lambda^{3}}\right) \\
& =\frac{6}{\rho \lambda^{5}}+\frac{2}{\rho^{2} \lambda^{4}}+\frac{1}{\lambda\left(\lambda^{2}+1\right)\left(\rho^{2}+1\right)} . \tag{4.2.33}
\end{align*}
$$

Taking the inverse double Laplace-Aboodh transform of equation (4.2.33), we get a solution of (4.2.32)

$$
\begin{align*}
f(x, t) & =\mathcal{L}_{x}^{-1} \mathcal{A}_{t}^{-1}\left[\frac{6}{\rho \lambda^{5}}+\frac{2}{\rho^{2} \lambda^{4}}+\frac{1}{\lambda\left(\lambda^{2}+1\right)\left(\rho^{2}+1\right)}\right] \\
& =t^{3}+x t^{2}+\sin x \sin t \tag{4.2.34}
\end{align*}
$$

Example 4.2.4.4. Consider the following nonhomogeneous heat equation

$$
\begin{equation*}
f_{t}(z, t)=f_{x x}(x, t)-f(x, t)+1, \quad(x, t) \in \mathbb{R}_{+}^{2} \tag{4.2.35}
\end{equation*}
$$

with the conditions:

$$
\begin{cases}f(x, 0)=1+\sin x=T_{1}(x), & f_{t}(x, 0)=-2 \sin x=T_{2}(x), \\ f(0, t)=1=T_{3}(t), & f_{x}(0, t)=e^{-2 t}=T_{4}(t) .\end{cases}
$$

## Solution:

Substituting

$$
\begin{cases}T_{1}(\rho)=\frac{1}{\rho}+\frac{1}{\rho^{2}+1}, & T_{2}(\rho)=\frac{-2}{\rho^{2}+1}, \\ T_{3}(\lambda)=\frac{1}{\lambda^{2}}, & T_{4}(\lambda)=\frac{1}{\lambda(\lambda+2)}, \\ H(\rho, \lambda)=\frac{1}{\rho \lambda^{2}}, & \end{cases}
$$

in (4.2.25) and simplifying, we get a solution of (4.2.35)

$$
\begin{align*}
f(x, t) & =\mathcal{L}_{x}^{-1} \mathcal{A}_{t}^{-1}\left[\frac{1}{\rho^{2}-\lambda-1}\left(\frac{\rho}{\lambda^{2}}+\frac{1}{\lambda(\lambda+2)}-\frac{1}{\rho \lambda}-\frac{1}{\lambda\left(\rho^{2}+1\right)}-\frac{1}{\rho \lambda^{2}}\right)\right] \\
& =\mathcal{L}_{x}^{-1} \mathcal{A}_{t}^{-1}\left[\frac{1}{\rho \lambda^{2}}+\frac{1}{\lambda\left(\rho^{2}+1\right)(\lambda+2)}\right] \\
& =1+e^{-2 t} \sin x \tag{4.2.36}
\end{align*}
$$

### 4.3 Double Laplace-Shehu Transform

Eltayeb and Kilicman, applied double Laplace transform to solve wave, Laplace and heat equations with convolution terms, general linear telegraph and partial integrodifferential equations. Alfaqeih and Misirli dealt with double Shehu transform to get the solution of initial and boundary value problems in different areas of real life science and engineering. We applied new double Laplace-Shehu transform to solve Laplace, Poisson, wave and heat equations, through the derivation of general formula for solutions of these equations, or by applying the double Laplace-Shehu transform directly to the given equation.

In this section, we introduce method for solving some partial differential equations subject to the initial and boundary conditions called double Laplace-Shehu transform, the definition of double Laplace-Shehu transform and its inverse. We also discuss some theorems, properties, elementary functions about the double Laplace-Shehu transform. Moreover, we implement the double Laplace-Shehu transform method to
some examples.
Definition 4.3.1. The Shehu transform of the real function $f(y)$ of exponential order is defined over the set of functions,
$\mathcal{M}=\left\{f(y): \exists N, \tau_{1}, \tau_{2}>0,|f(y)|<K e^{\frac{|y|}{\tau_{i}}}, \quad\right.$ for $\left.\quad y \in(-1)^{i} \times[0, \infty), \quad i=1,2\right\}$, by the following integral

$$
\begin{equation*}
S[f(y)]=\int_{0}^{\infty} e^{-\frac{\delta}{\mu} y} f(y) d y=F(\delta, \mu), \quad \delta, \mu>0 \tag{4.3.1}
\end{equation*}
$$

where $e^{-\frac{\delta}{\mu}}$ is the kernel function, and $S$ is the operator of Shehu transform.
The inverse Shehu transform is defined by

$$
\begin{equation*}
S^{-1}[F(\delta, \mu)]=f(y)=\frac{1}{2 \pi i} \int_{\omega-i \infty}^{\omega+i \infty} \frac{1}{\mu} e^{\frac{\delta}{\mu} y} F(\delta, \mu) d \delta, \tag{4.3.2}
\end{equation*}
$$

where $\omega$ is a real constant [49].
In the next definition, we introduce the double Laplace-Shehu transform.
Definition 4.3.2. The double Laplace-Shehu transform of the function $f(x, y)$ of two variables $x>0$ and $y>0$ is denoted by $L_{x} S_{y}[f(x, y)]=F(\gamma, \delta, \mu)$ and defined as

$$
\begin{align*}
& L_{x} S_{y}[f(x, y)]= F(\gamma, \delta, \mu)=\int_{0}^{\infty} \int_{0}^{\infty} e^{-\left(\gamma x+\frac{\delta}{\mu} y\right)} f(x, y) d x d y \\
&=\lim _{\alpha \rightarrow \infty, \beta \rightarrow \infty} \int_{0}^{\alpha} \int_{0}^{\beta} e^{-\left(\gamma x+\frac{\delta}{\mu} y\right)} f(x, y) d x d y \tag{4.3.3}
\end{align*}
$$

It converges if the limit of the integral exists, and diverges if not.
Definition 4.3.3. The inverse double Laplace-Shehu transform of a function $F(\gamma, \delta, \mu)$
is given by

$$
L_{x}^{-1} S_{y}^{-1}[F(\gamma, \delta, \mu)]=f(x, y)
$$

Equivalently,

$$
f(x, y)=L_{x}^{-1} S_{y}^{-1}[F(\gamma, \delta, \mu)]=\frac{1}{(2 \pi i)^{2}} \int_{\kappa-i \infty}^{\kappa+i \infty} e^{\gamma x} d \gamma \int_{\omega-i \infty}^{\omega+i \infty} \frac{1}{\mu} e^{\frac{\delta}{\mu} y} F(\gamma, \delta, \mu) d \delta,(4.3 .4)
$$

where $\kappa$ and $\omega$ are real constants.

### 4.3.1 Existence and Uniqueness of The Double Laplace-Shehu Transform

Definition 4.3.1.1. A function $f(x, y)$ is said to be of exponential orders $\alpha>0$, $\beta>0$, on $0 \leq x<\infty, 0 \leq y<\infty$, if there exists positive constants $K, X$ and $Y$ such that

$$
|f(x, y)| \leq K e^{\alpha x+\beta y}, \quad \text { for all } \quad x>X, \quad y>Y
$$

and we write

$$
f(x, y)=o\left(e^{\alpha x+\beta y}\right) \quad \text { as } \quad x \rightarrow \infty, \quad y \rightarrow \infty .
$$

Or, equivalently,
$\lim _{x \rightarrow \infty, y \rightarrow \infty} e^{-(\alpha x+\beta y)}|f(x, y)|=K \lim _{x \rightarrow \infty, y \rightarrow \infty} e^{-(\gamma-\alpha) x} e^{-\left(\frac{\delta}{\mu}-\beta\right) y}=0, \quad \gamma>\alpha, \quad \frac{\delta}{\mu}>\beta$.

Theorem 4.3.1.2. Let $f(x, y)$ be a continuous function in every finite intervals $(0, X)$ and $(0, Y)$ and of exponential order $e^{(\alpha x+\beta y)}$, then the double Laplace-Shehu
transform of $f(x, y)$ exists for all $\gamma>\alpha$ and $\frac{\delta}{\mu}>\beta$.
Proof. Let $f(x, y)$ be of exponential order $\exp (\alpha x+\beta y)$ such that

$$
|f(x, y)| \leq K e^{(\alpha x+\beta y)}, \quad \forall x>X, \quad y>Y
$$

Then, we have

$$
\begin{aligned}
|F(\gamma, \delta, \mu)| & =\left|\int_{0}^{\infty} \int_{0}^{\infty} e^{-\left(\gamma x+\frac{\delta}{\mu} y\right)} f(x, y) d x d y\right| \\
& \leqq \int_{0}^{\infty} \int_{0}^{\infty} e^{-\left(\gamma x+\frac{\delta}{\mu} y\right)}|f(x, y)| d x d y \\
& \leqq K \int_{0}^{\infty} \int_{0}^{\infty} e^{-\left(\gamma x+\frac{\delta}{\mu} y\right)} e^{(\alpha x+\beta y)} d x d y \\
& =K \int_{0}^{\infty} e^{-(\gamma-\alpha) x} d x \int_{0}^{\infty} e^{-\left(\frac{\delta}{\mu}-\beta\right) y} d y \\
& =\frac{K \mu}{(\gamma-\alpha)(\delta-\beta \mu)}
\end{aligned}
$$

Thus, the proof is complete.
Theorem 4.3.1.3. Let $F_{1}(\gamma, \delta, \mu)$ and $F_{2}(\gamma, \delta, \mu)$ be the double Laplace-Shehu transform of the continuous functions $f_{1}(x, y)$ and $f_{2}(x, y)$ defined for $x, y \geq 0$ respectively. If $F_{1}(\gamma, \delta, \mu)=F_{2}(\gamma, \delta, \mu)$, then $f_{1}(x, y)=f_{2}(x, y)$.

Proof. Assume that $\kappa$ and $\omega$ are sufficiently large, since
$f(x, y)=L_{x}^{-1} S_{y}^{-1}[F(\gamma, \delta, \mu)]=\left(\frac{1}{2 \pi i} \int_{\kappa-i \infty}^{\kappa+i \infty} e^{\gamma x} d \gamma\right)\left(\frac{1}{2 \pi i} \int_{\omega-i \infty}^{\omega+i \infty} \frac{1}{\mu} e^{\frac{\delta}{\mu} y} F(\gamma, \delta, \mu) d \delta\right)$,
we deduce that

$$
\begin{aligned}
f_{1}(x, y) & =\left(\frac{1}{2 \pi i} \int_{\kappa-i \infty}^{\kappa+i \infty} e^{\gamma x} d \gamma\right)\left(\frac{1}{2 \pi i} \int_{\omega-i \infty}^{\omega+i \infty} \frac{1}{\mu} e^{\frac{\delta}{\mu} y} F_{1}(\gamma, \delta, \mu) d \delta\right) \\
& =\left(\frac{1}{2 \pi i} \int_{\kappa-i \infty}^{\kappa+i \infty} e^{\gamma x} d \gamma\right)\left(\frac{1}{2 \pi i} \int_{\omega-i \infty}^{\omega+i \infty} \frac{1}{\mu} e^{\frac{\delta}{\mu} y} F_{2}(\gamma, \delta, \mu) d \delta\right) \\
& =f_{2}(x, y) .
\end{aligned}
$$

This ends the proof of the theorem.

### 4.3.2 Some Basic Properties of the Double Laplace-Shehu Transform

Linearity property 4.3 .2 .1 . If the double Laplace-Shehu transform of functions $f_{1}(x, y)$ and $f_{2}(x, y)$ are $F_{1}(\gamma, \delta, \mu)$ and $F_{2}(\gamma, \delta, \mu)$ respectively, then the double LaplaceShehu transform of $\alpha f_{1}(x, y)+\beta f_{2}(x, y)$ is given by $\alpha F_{1}(\gamma, \delta, \mu)+\beta F_{2}(\gamma, \delta, \mu)$, where $\alpha$ and $\beta$ are arbitrary constants.

## Proof.

$$
\begin{align*}
L_{x} S_{y}\left[\alpha f_{1}(x, y)+\beta f_{2}(x, y)\right] & =\int_{0}^{\infty} \int_{0}^{\infty} e^{-\left(\gamma x+\frac{\delta}{\mu} y\right)}\left(\alpha f_{1}(x, y)+\beta f_{2}(x, y)\right) d x d y \\
& =\alpha \int_{0}^{\infty} \int_{0}^{\infty} e^{-\left(\gamma x+\frac{\delta}{\mu} y\right)} f_{1}(x, y) d x d y \\
& +\beta \int_{0}^{\infty} \int_{0}^{\infty} e^{-\left(\gamma x+\frac{\delta}{\mu} y\right)} f_{2}(x, y) d x d y \\
& =\alpha F_{1}(\gamma, \delta, \mu)+\beta F_{2}(\gamma, \delta, \mu) . \tag{4.3.5}
\end{align*}
$$

Shifting property 4.3 .2 .2 . If the double Laplace-Shehu transform of $f(x, y)$ is $F(\gamma, \delta, \mu)$, then double Laplace-Shehu transform of the function $e^{(\alpha x+\beta y)} f(x, y)$ is
given by $F(\gamma-\alpha, \delta-\beta \mu, \mu)$.

## Proof.

$$
\begin{align*}
L_{x} S_{y}\left[e^{(\alpha x+\beta y)} f(x, y)\right] & =\int_{0}^{\infty} \int_{0}^{\infty} e^{-\left(\gamma x+\frac{\delta}{\mu} y\right)} e^{(\alpha x+\beta y)} f(x, y) d x d y \\
& =\int_{0}^{\infty} \int_{0}^{\infty} e^{-\left((\gamma-\alpha) x+\left(\frac{\delta-\beta \mu}{\mu}\right) y\right)} f(x, y) d x d y \\
& =F(\gamma-\alpha, \delta-\beta \mu, \mu) \tag{4.3.6}
\end{align*}
$$

Change of scale property 4.3 .2 . . If the double Laplace-Shehu transform of the function $f(x, y)$ is $F(\gamma, \delta, \mu)$, then the double Laplace-Shehu transform of $f(\alpha x, \beta y)$ is given by $\frac{1}{\alpha \beta} F\left(\frac{\gamma}{\alpha}, \frac{\delta}{\beta}, \mu\right)$.

## Proof.

$$
L_{x} S_{y}[f(\alpha x, \beta y)]=\int_{0}^{\infty} \int_{0}^{\infty} e^{-\left(\gamma x+\frac{\delta}{\mu} y\right)} f(\alpha x, \beta y) d x d y
$$

Let $v=\alpha x, \quad \tau=\beta y$, then

$$
\begin{align*}
L_{x} S_{y}[f(\alpha x, \beta y)] & =\frac{1}{\alpha \beta} \int_{0}^{\infty} \int_{0}^{\infty} e^{-\frac{\gamma}{\alpha} v} e^{-\frac{\delta}{\beta \mu} \tau} f(v, \tau) d v d \tau \\
& =\frac{1}{\alpha \beta} F\left(\frac{\gamma}{\alpha}, \frac{\delta}{\beta}, \mu\right) . \tag{4.3.7}
\end{align*}
$$

Derivatives properties 4.3.2.4. If $L_{x} S_{y}[f(x, y)]=F(\gamma, \delta, \mu)$, then:

$$
\begin{equation*}
\text { (1). } \quad L_{x} S_{y}\left[\frac{\partial f(x, y)}{\partial x}\right]=\gamma F(\gamma, \delta, \mu)-S[f(0, y)] . \tag{4.3.8}
\end{equation*}
$$

## Proof.

$$
\begin{aligned}
L_{x} S_{y}\left[\frac{\partial f(x, y)}{\partial x}\right] & =\int_{0}^{\infty} \int_{0}^{\infty} e^{-\left(\gamma x+\frac{\delta}{\mu} y\right)} \frac{\partial f(x, y)}{\partial x} d x d y \\
& =\int_{0}^{\infty} e^{-\frac{\delta}{\mu} y} d y\left(\int_{0}^{\infty} e^{-\gamma x} f_{x}(x, y) d x\right)
\end{aligned}
$$

Using integration by parts, let $u=e^{-\gamma x}, \quad d v=f_{x}(x, y) d x$, then we obtain

$$
\begin{align*}
& L_{x} S_{y}\left[\frac{\partial f(x, y)}{\partial x}\right]=\int_{0}^{\infty} e^{-\frac{\delta}{\mu} y} d y\left(-f(0, y)+\gamma \int_{0}^{\infty} e^{-\gamma x} f(x, y) d x\right) \\
&=\gamma F(\gamma, \delta, \mu)-S[f(0, y)] . \\
& \text { (2). } \quad L_{x} S_{y}\left[\frac{\partial f(x, y)}{\partial y}\right]=\frac{\delta}{\mu} F(\gamma, \delta, \mu)-L[f(x, 0)] . \tag{4.3.9}
\end{align*}
$$

## Proof.

$$
\begin{aligned}
L_{x} S_{y}\left[\frac{\partial f(x, y)}{\partial y}\right] & =\int_{0}^{\infty} \int_{0}^{\infty} e^{-\left(\gamma x+\frac{\delta}{\mu} y\right)} \frac{\partial f(x, y)}{\partial y} d x d y \\
& =\int_{0}^{\infty} e^{-\gamma x} d x\left(\int_{0}^{\infty} e^{-\frac{\delta}{\mu} y} f_{y}(x, y) d y\right)
\end{aligned}
$$

Using integration by parts, let $u=e^{-\frac{\delta}{\mu} y}, \quad d v=f_{y}(x, y) d y$, then we obtain

$$
\begin{aligned}
L_{x} S_{y}\left[\frac{\partial f(x, y)}{\partial y}\right] & =\int_{0}^{\infty} e^{-\gamma x} d x\left(-f(x, 0)+\frac{\delta}{\mu} \int_{0}^{\infty} e^{-\frac{\delta}{\mu} y} f(x, y) d y\right) \\
& =\frac{\delta}{\mu} F(\gamma, \delta, \mu)-L[f(x, 0)]
\end{aligned}
$$

We can prove that:
(3). $\quad L_{x} S_{y}\left[\frac{\partial^{2} f(x, y)}{\partial x^{2}}\right]=\gamma^{2} F(\gamma, \delta, \mu)-\gamma S[f(0, y)]-S\left[f_{x}(0, y)\right]$.
(4). $\quad L_{x} S_{y}\left[\frac{\partial^{2} f(x, y)}{\partial y^{2}}\right]=\frac{\delta^{2}}{\mu^{2}} F(\gamma, \delta, \mu)-\frac{\delta}{\mu} L[f(x, 0)]-L\left[f_{y}(x, 0)\right]$.
(5). $\quad L_{x} S_{y}\left[\frac{\partial^{2} f(x, y)}{\partial x \partial y}\right]=\frac{\gamma \delta}{\mu} F(\gamma, \delta, \mu)-\gamma L[f(x, 0)]-S\left[f_{y}(0, y)\right]$.

### 4.3.3 The Double Laplace-Shehu Transform of Some Elementary

## Functions

(1). If the function $f(x, y)=1$, then

$$
\begin{equation*}
L_{x} S_{y}[f(x, y)]=\int_{0}^{\infty} \int_{0}^{\infty} e^{-\left(\gamma x+\frac{\delta}{\mu} y\right)} d x d y=\frac{\mu}{\gamma \delta} . \tag{4.3.13}
\end{equation*}
$$

(2). If the function $f(x, y)=x y$, then

$$
\begin{equation*}
L_{y} S_{y}[f(x, y)]=\int_{0}^{\infty} \int_{0}^{\infty} e^{-\left(\gamma x+\frac{\delta}{\mu} y\right)} x y d x d y=\frac{\mu^{2}}{\gamma^{2} \delta^{2}} . \tag{4.3.14}
\end{equation*}
$$

(3). If the function $f(x, y)=x^{n} y^{m}, \quad n, m=0,1,2, \ldots$, then

$$
\begin{equation*}
L_{x} S_{y}[f(x, y)]=\int_{0}^{\infty} \int_{0}^{\infty} e^{-\left(\gamma x+\frac{\delta}{\mu} y\right)} x^{n} y^{m} d x d y=\frac{n!m!}{\gamma^{n+1}}\left(\frac{\mu}{\delta}\right)^{m+1} . \tag{4.3.15}
\end{equation*}
$$

(4). If the function $f(x, y)=x^{\sigma} y^{\nu}, \sigma \geq-1, \nu \geq-1$, then

$$
L_{x} S_{y}[f(x, y)]=\int_{0}^{\infty} \int_{0}^{\infty} e^{-\left(\gamma x+\frac{\delta}{\mu} y\right)} x^{\sigma} y^{\nu} d x d y=\int_{0}^{\infty} e^{-\gamma x} x^{\sigma} d x \int_{0}^{\infty} e^{-\frac{\delta}{\mu} y} y^{\nu} d y
$$

Let $\xi=\gamma x \quad$ and $\quad \eta=\frac{\delta}{\mu} y$, then we have

$$
\begin{align*}
L_{x} S_{y}[f(x, y)] & =\frac{1}{\gamma^{\sigma+1}} \int_{0}^{\infty} e^{-\xi} \xi^{\sigma} d \xi\left(\frac{\mu}{\delta}\right)^{\nu+1} \int_{0}^{\infty} e^{-\eta} \eta^{\nu} d \eta \\
& =\Gamma(\sigma+1)\left(\frac{1}{\gamma^{\sigma+1}}\right) \Gamma(\nu+1)\left(\frac{\mu}{\delta}\right)^{\nu+1} \tag{4.3.16}
\end{align*}
$$

Where $\Gamma($.$) is the Euler gamma function.$
(5). If the function $f(x, y)=e^{n x+m y}, \quad n, m=0,1,2, \ldots$, then

$$
\begin{equation*}
L_{x} S_{y}[f(x, y)]=\int_{0}^{\infty} \int_{0}^{\infty} e^{-\left(\gamma x+\frac{\delta}{\mu} y\right)} e^{n x+m y} d x d y=\frac{\mu}{(\gamma-n)(\delta-m \mu)} \tag{4.3.17}
\end{equation*}
$$

(6). If the function $f(x, y)=\cos (n x+m y), \quad n, m=0,1,2, \quad \ldots$, then

$$
\begin{align*}
L_{x} S_{y}[f(x, y)] & =\int_{0}^{\infty} \int_{0}^{\infty} e^{-\left(\gamma x+\frac{\delta}{\mu} y\right)} \cos (n x+m y) d x d y \\
& =\frac{\mu(\gamma \delta-n m \mu)}{\left(\gamma^{2}+n^{2}\right)\left(\delta^{2}+m^{2} \mu^{2}\right)} \tag{4.3.18}
\end{align*}
$$

(7). If the function $f(x, y)=\sin (n x+m y), \quad n, m=0,1,2, \quad \ldots$, then

$$
\begin{align*}
L_{x} S_{y}[f(x, y)] & =\int_{0}^{\infty} \int_{0}^{\infty} e^{-\left(\gamma x+\frac{\delta}{\mu} y\right)} \sin (n x+m y) d x d y \\
& =\frac{\mu(n \delta+m \gamma \mu)}{\left(\gamma^{2}+n^{2}\right)\left(\delta^{2}+m^{2} \mu^{2}\right)} \tag{4.3.19}
\end{align*}
$$

Consequently,

$$
\begin{align*}
& L_{x} S_{y}[\cosh (n x+m y)]=\frac{\mu(\gamma \delta+n m \mu)}{\left(\gamma^{2}-n^{2}\right)\left(\delta^{2}-m^{2} \mu^{2}\right)},  \tag{4.3.20}\\
& L_{x} S_{y}[\sinh (n x+m y)]=\frac{\mu(n \delta+m \gamma \mu)}{\left(\gamma^{2}-n^{2}\right)\left(\delta^{2}-m^{2} \mu^{2}\right)} . \tag{4.3.21}
\end{align*}
$$

### 4.3.4 Applications of The Double Laplace-Shehu Transform

We apply the double Laplace-Shehu transform method to linear partial differential equations. Let the second-order nonhomogeneous partial differential equation in two independent variables be in the form:

$$
\begin{equation*}
A f_{x x}+B f_{y y}+C f_{x}+D f_{y}+E f=h(x, y), \quad(x, y) \in \mathbb{R}_{+}^{2} \tag{4.3.22}
\end{equation*}
$$

with the initial conditions:

$$
\begin{equation*}
f(x, 0)=\hbar_{1}(x), \quad f_{y}(x, 0)=\hbar_{2}(x), \tag{4.3.23}
\end{equation*}
$$

and the boundary conditions:

$$
\begin{equation*}
f(0, y)=\hbar_{3}(y), \quad f_{x}(0, y)=\hbar_{4}(y) \tag{4.3.24}
\end{equation*}
$$

where $A, B, C, D$ and $E$ are constants and $h(x, y)$ is the source term.
Using the property of partial derivative of the double Laplace-Shehu transform for equation (4.3.22), single Laplace transform for equation (4.3.23) and single Shehu transform for equation (4.3.24) and simplifying, we obtain that:
$\left.F(\gamma, \delta, \mu)=\left[\frac{\left(B \frac{\delta}{\mu}+D\right) \hbar_{1}(\gamma)+B \hbar_{2}(\gamma)+(A \gamma+C) \hbar_{3}(\delta, \mu)+A \hbar_{4}(\delta, \mu)+H(\gamma, \delta, \mu)}{\left(A \gamma^{2}+B \frac{\delta^{2}}{\mu^{2}}+C \gamma+D \frac{\delta}{\mu}+E\right)}\right] .25\right)$
where $H(\gamma, \delta, \mu)=L_{x} S_{y}[h(x, y)]$.
Finally, Solving this algebraic equation in $F(\gamma, \delta, \mu)$ and taking the inverse double Laplace-Shehu transform on both sides of equation (4.3.25), yields:
$f(x, y)=L_{x}^{-1} S_{y}^{-1}\left[\frac{\left(B \frac{\delta}{\mu}+D\right) \hbar_{1}(\gamma)+B \hbar_{2}(\gamma)+(A \gamma+C) \hbar_{3}(\delta, \mu)+A \hbar_{4}(\delta, \mu)+H(\gamma, \delta, \mu)}{\left(A \gamma^{2}+B \frac{\delta^{2}}{\mu^{2}}+C \gamma+D \frac{\delta}{\mu}+E\right)}\right.$
which represent the general formula for the solution of equation (4.3.22) by the double Laplace-Shehu transform method.

Example 4.3.4.1. Consider the following boundary Laplace equation

$$
\begin{equation*}
f_{x x}(x, y)+f_{y y}(x, y)=0 \tag{4.3.27}
\end{equation*}
$$

with the conditions:

$$
\begin{array}{ll}
f(x, 0)=\cos x=\hbar_{1}(x), & f_{y}(x, 0)=0=\hbar_{2}(x) \\
f(0, y)=\cosh y=\hbar_{3}(y), & f_{x}(0, y)=0=\hbar_{4}(y)
\end{array}
$$

## Solution:

Substituting

$$
\hbar_{1}(\gamma)=\frac{\gamma}{\gamma^{2}+1}, \quad \hbar_{2}(\gamma)=0, \quad \hbar_{3}(\delta, \mu)=\frac{\delta \mu}{\delta^{2}-\mu^{2}}, \quad \hbar_{4}(\delta, \mu)=0
$$

in (4.3.25) and simplifying, we get a solution of (4.3.27)

$$
f(x, y)=L_{x}^{-1} S_{y}^{-1}\left[\begin{array}{ll}
\frac{\gamma}{\gamma^{2}+1} & \frac{\delta \mu}{\delta^{2}-\mu^{2}} \tag{4.3.28}
\end{array}\right]=\cos x \cosh y
$$

Example 4.3.4.2. Consider the following boundary Poisson equation

$$
\begin{equation*}
f_{x x}(x, y)+f_{y y}(x, y)=y \sin x \tag{4.3.29}
\end{equation*}
$$

with the conditions:

$$
\begin{array}{r}
f(x, 0)=0=\hbar_{1}(x), \quad f_{y}(x, 0)=-\sin x=\hbar_{2}(x), \\
f(0, y)=0=\hbar_{3}(y), \quad f_{x}(0, y)=-y=\hbar_{4}(y) .
\end{array}
$$

## Solution:

Applying the double Laplace-Shehu transform on both sides of equation (4.3.29), we get

$$
\begin{align*}
\gamma^{2} F(\gamma, \delta, \mu) & -\gamma S[f(0, y)]-S\left[f_{x}(0, y)\right]+\frac{\delta^{2}}{\mu^{2}} F(\gamma, \delta, \mu)-\frac{\delta}{\mu} L[f(x, 0)]-L\left[f_{y}(x, 0)\right] \\
& =\frac{\mu^{2}}{\delta^{2}\left(\gamma^{2}+1\right)} . \tag{4.3.30}
\end{align*}
$$

Substituting
$L\left[\hbar_{1}(x)\right]=0, \quad L\left[\hbar_{2}(x)\right]=\frac{-1}{\gamma^{2}+1}, \quad S\left[\hbar_{3}(y)\right]=0, \quad S\left[\hbar_{4}(y)\right]=-\frac{\mu^{2}}{\delta^{2}}$,
in (4.3.25) and simplifying, we get

$$
\begin{equation*}
F(\gamma, \delta, \mu)=\frac{-\mu^{2}}{\delta^{2}\left(\gamma^{2}+1\right)} \tag{4.3.31}
\end{equation*}
$$

Taking the inverse double Laplace-Shehu transform of previous equation, we get the solution

$$
f(x, y)=L_{x}^{-1} S_{y}^{-1}\left[\frac{-\mu^{2}}{\delta^{2}\left(\gamma^{2}+1\right)}\right]=-L_{x}^{-1} S_{y}^{-1}\left[\begin{array}{ll}
\frac{\mu^{2}}{\delta^{2}} & \left.\frac{1}{\gamma^{2}+1}\right]=-y \sin x . . . \tag{4.3.32}
\end{array}\right.
$$

In the following two examples, we will replace the independent variable $\eta$ with the time variable $t$. Therefore, $S_{y} \equiv S_{t}$ and $S_{y}^{-1} \equiv S_{t}^{-1}$ will be used.

Example 4.3.4.3. Consider the following nonhomogeneous wave equation

$$
\begin{equation*}
f_{t t}(x, t)=f_{x x}(x, t)-3 f(x, t)+3, \quad t>0 \tag{4.3.33}
\end{equation*}
$$

with the conditions:

$$
\begin{array}{rr}
f(x, 0)=1=\hbar_{1}(x), & f_{t}(x, 0)=2 \sin x=\hbar_{2}(x) \\
f(0, t)=1=\hbar_{3}(t), & f_{x}(0, t)=\sin 2 t=\hbar_{4}(t)
\end{array}
$$

## Solution:

Substituting
$\hbar_{1}(\gamma)=\frac{1}{\gamma}, \quad \hbar_{2}(\gamma)=\frac{2}{\gamma^{2}+1}, \quad \hbar_{3}(\delta, \mu)=\frac{\mu}{\delta}, \quad \hbar_{4}(\delta, \mu)=\frac{2 \mu^{2}}{\delta^{2}+4 \mu^{2}}, \quad F(\gamma, \delta, \mu)=\frac{-3 \mu}{\gamma \delta}$,
in (4.3.25) and simplifying, we get a solution of (4.3.33)

$$
\begin{equation*}
f(x, t)=L_{x}^{-1} S_{t}^{-1}\left[\frac{\mu}{\gamma \delta}+\frac{1}{\gamma^{2}+1} \frac{2 \mu^{2}}{\delta^{2}+4 \mu^{2}}\right]=1+\sin x \sin 2 t \tag{4.3.34}
\end{equation*}
$$

Example 4.3.4.4. Consider the following nonhomogeneous heat equation

$$
\begin{equation*}
f_{t}(x, t)=f_{x x}(x, t)-6 x, \quad t>0, \tag{4.3.35}
\end{equation*}
$$

with the conditions:

$$
\begin{aligned}
f(x, 0)=x^{3}+\sin x & =\hbar_{1}(x), \\
f(0, t)=0=\hbar_{3}(t), & f_{x}(0, t)=e^{-t}=\hbar_{4}(t)
\end{aligned}
$$

## Solution:

Substituting

$$
\begin{align*}
\hbar_{1}(\gamma)=\frac{6}{\gamma^{4}}+\frac{1}{\gamma^{2}+1}, & \hbar_{2}(\gamma)=\frac{-1}{\gamma^{2}+1}  \tag{4.3.36}\\
\hbar_{3}(\delta, \mu)=0, \quad \hbar_{4}(\delta, \mu)=\frac{\mu}{\delta+\mu}, & F(\gamma, \delta, \mu)=\frac{6}{\gamma^{2}}
\end{align*}
$$

in (4.3.25) and simplifying, we get a solution of (4.3.35)

$$
\begin{equation*}
f(x, t)=L_{x}^{-1} S_{t}^{-1}\left[\frac{6}{\gamma^{4}}+\frac{\mu}{\delta+\mu} \frac{1}{\gamma^{2}+1}\right]=x^{3}+e^{-t} \sin x . \tag{4.3.37}
\end{equation*}
$$

### 4.4 Triple Laplace-Aboodh-Sumudu Transform

Definition 4.4.1.[7, 22] The Sumudu transform of the continuous function $f(x)$ for all $x \geq 0$ is defined by

$$
\begin{equation*}
\mathcal{S}[f(x)]=\frac{1}{p} \int_{0}^{\infty} e^{-\frac{x}{p}} f(x) d x=F(p), \quad \kappa_{1} \leq p \leq \kappa_{2} \tag{4.4.1}
\end{equation*}
$$

where $\mathcal{S}$ is the Sumudu operator. Provided that the integral exists. If the integral is convergent for some value of $x$, then the Sumudu transformation of $f(x)$ exists otherwise not. The inverse Sumudu transform of the function $F(p)$ is defined by

$$
\begin{equation*}
f(x)=\mathcal{S}^{-1}[F(p)]=\frac{1}{2 \pi i} \int_{\alpha-i \infty}^{\alpha+i \infty} \frac{1}{p} e^{\frac{x}{p}} F(p) d p, \tag{4.4.2}
\end{equation*}
$$

where $\alpha$ is a real constant and $S^{-1}$ is an operator and it is called inverse Sumudu transform operator [79].

Definition 4.4.2. [8] The double Laplace-Sumudu transform of the continuous function $f(x, t)$ and $x, t>0$ is defined by

$$
\begin{align*}
L_{x} S_{t}[f(x, t)] & =F(p, r)=\frac{1}{r} \int_{0}^{\infty} \int_{0}^{\infty} e^{-\left(p x+\frac{t}{r}\right)} f(x, t) d x d t \\
& =\frac{1}{r} \lim _{\alpha \rightarrow \infty, \beta \rightarrow \infty} \int_{0}^{\alpha} \int_{0}^{\beta} e^{-\left(p x+\frac{t}{r}\right)} f(x, t) d x d t . \tag{4.4.3}
\end{align*}
$$

It converges if the limit of the integral exists, and diverges if not.
The inverse of double Laplace-Sumudu transform is given by

$$
\begin{equation*}
f(x, t)=L_{x}^{-1} S_{t}^{-1}[F(p, r)]=\frac{1}{(2 \pi i)^{2}} \int_{\omega_{1}-i \infty}^{\omega_{1}+i \infty} e^{p x}\left\{\int_{\omega_{2}-i \infty}^{\omega_{2}+i \infty} \frac{1}{r} e^{\frac{t}{r}} F(p, r) d r\right\} d p, \tag{4.4.4}
\end{equation*}
$$

where $\omega_{1}$ and $\omega_{2}$ are real constants.

Definition 4.4.3.[9] The double Aboodh-Sumudu transform of the continuous function $h(y, t), y, t>0$ is denoted by the operator $A_{y} S_{t}[h(y, t)]=H(q, r)$ and defined by

$$
\begin{equation*}
A_{y} S_{t}[h(y, t)]=H(q, r)=\frac{1}{q r} \int_{0}^{\infty} \int_{0}^{\infty} e^{-\left(q y+\frac{t}{r}\right)} h(y, t) d y d t \tag{4.4.5}
\end{equation*}
$$

And the inverse double Aboodh-Sumudu transform is defined by

$$
h(y, t)=A_{y}^{-1} S_{t}^{-1}[H(q, r)]=\frac{1}{(2 \pi i)^{2}} \int_{\bar{\gamma}_{1}-i \infty}^{\bar{\gamma}_{1}+i \infty} q e^{q y}\left\{\int_{\bar{\gamma}_{2}-i \infty}^{\bar{\gamma}_{2}+i \infty} \frac{1}{r} e^{\frac{t}{r}} H(q, r) d r\right\} d q \text {, (4.4.6) }
$$

where $\bar{\gamma}_{1}$ and $\bar{\gamma}_{2}$ are real constants.
In the next definition, we introduce the triple Laplace-Aboodh-Sumudu transform.
Definition 4.4.4. Let $f$ be a continuous function of three variables say $x, y, t>0$; then, the triple Laplace-Aboodh-Sumudu transform of $f(x, y, t)$ is denoted by the operator $L_{x} A_{y} S_{t}[f(x, y, t)]=F(p, \lambda, r)$ and defined by

$$
L_{x} A_{y} S_{t}[f(x, y, t)]=F(p, \lambda, r)=\frac{1}{\lambda r} \int_{0}^{\infty} \int_{0}^{\infty} \int_{0}^{\infty} e^{-\left(p x+\lambda y+\frac{t}{r}\right)} f(x, y, t) d x d y d t(4.4 .7)
$$

Provided the integral exists.
The inverse triple Laplace-Aboodh-Sumudu transform is defined by

$$
\begin{aligned}
f(x, y, t) & =L_{x}^{-1} A_{y}^{-1} S_{t}^{-1}[F(p, \lambda, r)] \\
& =\frac{1}{(2 \pi i)^{3}} \int_{\kappa_{1}-i \infty}^{\kappa_{1}+i \infty} e^{p x}\left\{\int_{\kappa_{2}-i \infty}^{\kappa_{2}+i \infty} \lambda e^{\lambda y}\left\{\int_{\kappa_{3}-i \infty}^{\kappa_{3}+i \infty} \frac{1}{r} e^{\frac{t}{r}} F(p, \lambda, r) d r\right\} d \lambda\right\} d p
\end{aligned}
$$

where $\kappa_{1}, \kappa_{2}$ and $\kappa_{3}$ are real constants.

### 4.4.1 Some Properties of Triple Laplace-Aboodh-Sumudu Transform

## Linearity property 4.4.1.1.

Let $f(x, y, t)$ and $g(x, y, t)$ be two functions such that

$$
\begin{aligned}
L_{x} A_{y} S_{t}[f(x, y, t)] & =F(p, \lambda, r), \\
L_{x} A_{y} S_{t}[g(x, y, t)] & =G(p, \lambda, r) .
\end{aligned}
$$

Then for any constants $\alpha$ and $\beta$, we have

$$
\begin{equation*}
L_{x} A_{y} S_{t}[\alpha f(x, y, t)+\beta g(x, y, t)]=\alpha L_{x} A_{y} S_{t}[f(x, y, t)]+\beta L_{x} A_{y} S_{t}[g(x, y, t)] \tag{4.4.8}
\end{equation*}
$$

Proof. By using definition of triple Laplace-Aboodh-Sumudu transform, we obtain

$$
\begin{aligned}
L_{x} A_{y} S_{t}[\alpha f(x, y, t)+\beta g(x, y, t)] & =\frac{1}{\lambda r} \int_{0}^{\infty} \int_{0}^{\infty} \int_{0}^{\infty} e^{-\left(p x+\lambda y+\frac{t}{r}\right)}\{\alpha f(x, y, t)+\beta g(x, y, t)\} d x d \\
& =\frac{\alpha}{\lambda r} \int_{0}^{\infty} \int_{0}^{\infty} \int_{0}^{\infty} e^{-\left(p x+\lambda y+\frac{t}{r}\right)} f(x, y, t) d x d y d t \\
& +\frac{\beta}{\lambda r} \int_{0}^{\infty} \int_{0}^{\infty} \int_{0}^{\infty} e^{-\left(p x+\lambda y+\frac{t}{r}\right)} g(x, y, t) d x d y d t \\
& =\alpha L_{x} A_{y} S_{t}[f(x, y, t)]+\beta L_{x} A_{y} S_{t}[g(x, y, t)]
\end{aligned}
$$

## Shifting property 4.4.1.2.

If the triple Laplace-Aboodh-Sumudu transform of $f(x, y, t)$ is $F(p, \lambda, r)$, then for real constants $a, b$ and $c$, we have

$$
\begin{equation*}
L_{x} A_{y} S_{t}\left[e^{(a x+b y+c t)} f(x, y, t)\right]=\frac{\lambda-b}{\lambda(1-c r)} F\left(p-a, \lambda-b, \frac{r}{1-c r}\right) . \tag{4.4.9}
\end{equation*}
$$

Proof. Using the definition of triple Laplace-Aboodh-Sumudu transform, we get

$$
\begin{aligned}
L_{x} A_{y} S_{t}\left[e^{(a x+b y+c t)} f(x, y, t)\right] & =\frac{1}{\lambda r} \int_{0}^{\infty} \int_{0}^{\infty} \int_{0}^{\infty} e^{-\left(p x+\lambda y+\frac{t}{r}\right)} e^{(a x+b y+c t)} f(x, y, t) d x d y d t \\
& \left.=\frac{1}{\lambda r} \int_{0}^{\infty} \int_{0}^{\infty} \int_{0}^{\infty} e^{-\left((p-a) x+(\lambda-b) y+\left(\frac{1}{r}-c\right) t\right.}\right) f(x, y, t) d x d y d t \\
& =\frac{\lambda-b}{\lambda(\lambda-b) \frac{(1-c r) r}{(1-c r)}} \int_{0}^{\infty} \int_{0}^{\infty} \int_{0}^{\infty} e^{-\left((p-a) x+(\lambda-b) y+\left(\frac{1}{r}-c\right) t\right)} f(x, y, t) d x \\
& =\frac{\lambda-b}{\lambda(1-c r)} F\left(p-a, \lambda-b, \frac{r}{1-c r}\right)
\end{aligned}
$$

## Changing of scale property 4.4.1.3.

Let $f(x, y, t)$ be a function such that

$$
L_{x} A_{y} S_{t}[f(x, y, t)]=F(p, \lambda, r)
$$

Then for $a, b$ and $c$ are positive constants, we have

$$
\begin{equation*}
L_{x} A_{y} S_{t}[f(a x, b y, c t)]=\frac{1}{a b^{2}} F\left(\frac{p}{a}, \frac{\lambda}{b}, c r\right) \tag{4.4.10}
\end{equation*}
$$

Proof. Using the definition of triple Laplace-Aboodh-Sumudu transform, we have

$$
L_{x} A_{y} S_{t}[f(a x, b y, c t)]=\frac{1}{\lambda r} \int_{0}^{\infty} \int_{0}^{\infty} \int_{0}^{\infty} e^{-\left(p x+\lambda y+\frac{t}{r}\right)} f(a x, b y, c t) d x d y d t
$$

Let $\tau=a x, \quad v=b y, \quad \varphi=c t$, then

$$
\begin{aligned}
L_{x} A_{y} S_{t}[f(\tau, v, \varphi)] & =\frac{1}{a b c \lambda r} \int_{0}^{\infty} \int_{0}^{\infty} \int_{0}^{\infty} e^{-\left(\frac{p}{a} \tau+\frac{\lambda}{b} v+\frac{\varphi}{c r}\right)} f(\tau, v, \varphi) d \tau d v d \varphi \\
& =\frac{1}{a b^{2} \frac{\lambda}{b} c r} \int_{0}^{\infty} \int_{0}^{\infty} \int_{0}^{\infty} e^{-\left(\frac{p}{a} \tau+\frac{\lambda}{b} v+\frac{\varphi}{c r}\right)} f(\tau, v, \varphi) d \tau d v d \varphi \\
& =\frac{1}{a b^{2}} F\left(\frac{p}{a}, \frac{\lambda}{b}, c r\right)
\end{aligned}
$$

## Derivatives properties 4.4.1.4.

If $L_{x} A_{y} S_{t}[f(x, y, t)]=F(p, \lambda, r)$, then:

$$
\begin{equation*}
\text { (1). } \left.\quad L_{x} A_{y} S_{( } t\right)\left[\frac{\partial f(x, y, t)}{\partial x}\right]=p F(p, \lambda, r)-A_{y} S_{t}[f(0, y, t)] . \tag{4.4.11}
\end{equation*}
$$

## Proof.

$$
\begin{aligned}
L_{x} A_{y} S_{t}\left[\frac{\partial f(x, y, t)}{\partial x}\right] & =\frac{1}{\lambda r} \int_{0}^{\infty} \int_{0}^{\infty} \int_{0}^{\infty} e^{-\left(p x+\lambda y+\frac{t}{r}\right)} \frac{\partial f(x, y, t)}{\partial x} d x d y d t \\
& =\frac{1}{\lambda r} \int_{0}^{\infty} e^{-\lambda y} d y \int_{0}^{\infty} e^{-\frac{t}{r}} d t\left\{\int_{0}^{\infty} e^{-p x} f_{x}(x, y) d x\right\}
\end{aligned}
$$

Using integration by parts, let $u=e^{-p x}, \quad d v=\frac{\partial f(x, y, t)}{\partial x} d x$, then we obtain

$$
\begin{align*}
& L_{x} A_{y} S_{t}\left[\frac{\partial f(x, y, t)}{\partial x}\right]=\frac{1}{\lambda r} \int_{0}^{\infty} e^{-\lambda y} d y \int_{0}^{\infty} e^{-\frac{t}{r}} d t\left\{-f(0, y, t)+p \int_{0}^{\infty} e^{-p x} f(x, y, t) d x\right\} \\
&=p F(p, \lambda, r)-A_{y} S_{t}[f(0, y, t)] \\
&(2) . \quad L_{x} A_{y} S_{t}\left[\frac{\partial f(x, y, t)}{\partial y}\right]=\lambda F(p, \lambda, r)-\frac{1}{\lambda} L_{x} S_{t}[f(x, 0, t)] \tag{4.4.12}
\end{align*}
$$

## Proof.

$$
\begin{aligned}
L_{x} A_{y} S_{t}\left[\frac{\partial f(x, y, t)}{\partial y}\right] & =\frac{1}{\lambda r} \int_{0}^{\infty} \int_{0}^{\infty} \int_{0}^{\infty} e^{-\left(p x+\lambda y+\frac{t}{r}\right)} \frac{\partial f(x, y, t)}{\partial y} d x d y d t \\
& =\frac{1}{\lambda r} \int_{0}^{\infty} e^{-p x} d x \int_{0}^{\infty} e^{-\frac{t}{r}} d t\left\{\int_{0}^{\infty} e^{-\lambda y} f_{y}(x, y, t) d y\right\}
\end{aligned}
$$

By using integration by parts, let $u=e^{-\lambda y}, \quad d v=\frac{\partial f(x, y, t)}{\partial y} d y$, we get

$$
\begin{aligned}
L_{x} A_{y} S_{t}\left[\frac{\partial f(x, y, t)}{\partial y}\right] & =\frac{1}{\lambda r} \int_{0}^{\infty} e^{-p x} d x \int_{0}^{\infty} e^{-\frac{t}{r}} d t\left\{-f(x, 0, t)+\lambda \int_{0}^{\infty} e^{-\lambda y} f(x, y, t) d y\right\} \\
& =\lambda F(p, \lambda, r)-\frac{1}{\lambda} L_{x} S_{t}[f(x, 0, t)]
\end{aligned}
$$

Similarly, we can prove that:

$$
\begin{aligned}
L_{x} A_{y} S_{t}\left[\frac{\partial f(x, y, t)}{\partial t}\right] & =\frac{1}{r} F(p, \lambda, r)-\frac{1}{r} L_{x} A_{y}[f(x, y, 0)], \\
L_{x} A_{y} S_{t}\left[\frac{\partial^{2} f(x, y, t)}{\partial x^{2}}\right] & =p^{2} F(p, \lambda, r)-p A_{y} S_{t}[f(0, y, t)]-A_{y} S_{t}\left[f_{x}(0, y, t)\right], \\
L_{x} A_{y} S_{t}\left[\frac{\partial^{2} f(x, y, t)}{\partial y^{2}}\right] & =\lambda^{2} F(p, \lambda, r)-L_{x} S_{t}[f(x, 0, t)]-\frac{1}{\lambda} L_{x} S_{t}\left[f_{y}(x, 0, t)\right], \\
L_{x} A_{y} S_{t}\left[\frac{\partial^{2} f(x, y, t)}{\partial t^{2}}\right] & =\frac{1}{r^{2}} F(p, \lambda, r)-\frac{1}{r^{2}} L_{x} A_{y}[f(x, y, 0)]-\frac{1}{r} L_{x} A_{y}\left[f_{t}(x, y, 0)\right], \\
L_{x} A_{y} S_{t}\left[\frac{\partial^{2} f(x, y, t)}{\partial x \partial y}\right] & =p \lambda F(p, \lambda, r)-\frac{p}{\lambda} L_{x} S_{t}[f(x, 0, t)]-A_{y} S_{t}\left[f_{y}(0, y, t)\right], \\
L_{x} A_{y} S_{t}\left[\frac{\partial^{2} f(x, y, t)}{\partial x \partial t}\right] & =\frac{p}{r} F(p, \lambda, r)-\frac{p}{r} L_{x} A_{y}[f(x, y, 0)]-A_{y} S_{t}\left[f_{t}(0, y, t)\right], \\
L_{x} A_{y} S_{t}\left[\frac{\partial^{2} f(x, y, t)}{\partial y \partial t}\right] & =\frac{\lambda}{r} F(p, \lambda, r)-\frac{\lambda}{r} L_{x} A_{y}[f(x, y, 0)]-\frac{1}{\lambda} L_{x} S_{t}\left[f_{t}(x, 0, y)\right] .
\end{aligned}
$$

### 4.4.2 Triple Laplace-Aboodh-Sumudu Transform of Some Elementary

## Functions

(1). If $f(x, y, t)=1$, then

$$
L_{x} A_{y} S_{t}[f(x, y, t)]=\frac{1}{\lambda r} \int_{0}^{\infty} \int_{0}^{\infty} \int_{0}^{\infty} e^{-\left(p x+\lambda y+\frac{t}{r}\right)} d x d y d t=\frac{1}{p \lambda^{2}}
$$

(2). If $f(x, y, t)=x y t$, then

$$
L_{x} A_{y} S_{t}[f(x, y, t)]=\frac{1}{\lambda r} \int_{0}^{\infty} \int_{0}^{\infty} \int_{0}^{\infty} e^{-\left(p x+\lambda y+\frac{t}{r}\right)} x y t d x d y d t=\frac{r}{p^{2} \lambda^{3}}
$$

(3). If $f(x, y, t)=x^{n} y^{m} t^{k}, \quad n, m, k=0,1,2, \ldots$, then

$$
\begin{aligned}
L_{x} A_{y} S_{t}[f(x, y, t)] & =\frac{1}{\lambda r} \int_{0}^{\infty} \int_{0}^{\infty} \int_{0}^{\infty} e^{-\left(p x+\lambda y+\frac{t}{r}\right)} x^{n} y^{m} t^{k} d x d y d t \\
& =\frac{n!}{p^{n+1}} \cdot \frac{m!}{\lambda^{m+2}} \cdot k!r^{k}
\end{aligned}
$$

(4). If $f(x, y, t)=x^{\sigma} y^{\nu} t^{\rho}, \sigma \geq-1, \nu \geq-1 \rho \geq-1$, then

$$
\begin{aligned}
L_{x} A_{y} S_{t}[f(x, y, t)] & =\frac{1}{\lambda r} \int_{0}^{\infty} \int_{0}^{\infty} \int_{0}^{\infty} e^{-\left(p x+\lambda y+\frac{t}{r}\right)} x^{\sigma} y^{\nu} t^{\rho} d x d y d t \\
& =\int_{0}^{\infty} e^{-p x} x^{\sigma} d x \frac{1}{\lambda} \int_{0}^{\infty} e^{-q y} y^{\nu} d y \frac{1}{r} \int_{0}^{\infty} e^{-\frac{t}{r}} t^{\rho} d t
\end{aligned}
$$

let $\xi=p x, \quad \zeta=\lambda y$ and $\eta=\frac{t}{r}$

$$
\begin{aligned}
L_{x} A_{y} S_{t}[f(x, y, t)] & =\frac{1}{p^{\sigma+1}} \int_{0}^{\infty} e^{-\xi} \xi^{\sigma} d \xi \frac{1}{\lambda^{\nu+2}} \int_{0}^{\infty} e^{-\zeta} \zeta^{\nu} d \zeta r^{\rho} \int_{0}^{\infty} e^{-\eta} \eta^{\rho} d \eta \\
& =\frac{\Gamma(\sigma+1)}{p^{\sigma+1}} \frac{\Gamma(\nu+1)}{\lambda^{\nu+2}} \Gamma(\rho+1) r^{\rho}
\end{aligned}
$$

where $\Gamma($.$) is the Euler gamma function.$
(5). If $f(x, y, t)=e^{(a x+b y+c t)}$, then

$$
\begin{aligned}
L_{x} A_{y} S_{t}[f(x, y, t)] & =\frac{1}{\lambda r} \int_{0}^{\infty} \int_{0}^{\infty} \int_{0}^{\infty} e^{-\left(p x+\lambda y+\frac{t}{r}\right)} e^{(a x+b y+c t)} d x d y d t \\
& =\frac{1}{\lambda(p-a)(\lambda-b)(1-c r)}
\end{aligned}
$$

(6). If $f(x, y, t)=\sinh (a x+b y+c t)$ or $\cosh (a x+b y+c t)$.

Recall that
$\sinh (a x+b y+c t)=\frac{e^{(a x+b y+c t)}-e^{-(a x+b y+c t)}}{2}, \quad \cosh (a x+b y+c t)=\frac{e^{(a x+b y+c t)}+e^{-(a x+b y+c t)}}{2}$.

Therefore,

$$
\begin{aligned}
L_{x} A_{y} S_{t}[\cosh (a x+b y+c t)] & =\frac{p \lambda+a b+b c p r+a c \lambda r}{\lambda\left(p^{2}-a^{2}\right)\left(\lambda^{2}-b^{2}\right)\left(1-c^{2} r^{2}\right)}, \\
L_{x} A_{y} S_{t}[\sinh (a x+b y+c t)] & =\frac{b p+a \lambda+c p \lambda r+a b c r}{\lambda\left(p^{2}-a^{2}\right)\left(\lambda^{2}-b^{2}\right)\left(1-c^{2} r^{2}\right)} .
\end{aligned}
$$

(7). If $f(x, y, t)=e^{i(a x+b y+c t)}$, then

$$
\begin{aligned}
L_{x} A_{y} S_{t}[f(x, y, t)] & =\frac{1}{\lambda r} \int_{0}^{\infty} \int_{0}^{\infty} \int_{0}^{\infty} e^{-\left(p x+\lambda y+\frac{t}{r}\right)} e^{i(a x+b y+c t)} d x d y d t \\
& =\frac{1}{\lambda(p-i a)(\lambda-i b)(1-i c r)} \\
& =\frac{(p \lambda-b c p r-a c \lambda r-a b)+i(c p \lambda r+b p+a \lambda-a b c r)}{\lambda\left(p^{2}+a^{2}\right)\left(\lambda^{2}+b^{2}\right)\left(1+c^{2} r^{2}\right)}
\end{aligned}
$$

Consequently,

$$
\begin{aligned}
L_{x} A_{y} S_{t}[\cos (a x+b y+c t)] & =\frac{p \lambda-b c p r-a c \lambda r-a b}{\lambda\left(p^{2}+a^{2}\right)\left(\lambda^{2}+b^{2}\right)\left(1+c^{2} r^{2}\right)} \\
L_{x} A_{y} S_{t}[\sin (a x+b y+c t)] & =\frac{c p \lambda r+b p+a \lambda-a b c r}{\lambda\left(p^{2}+a^{2}\right)\left(\lambda^{2}+b^{2}\right)\left(1+c^{2} r^{2}\right)}
\end{aligned}
$$

(8). If $f(x, y, t)=f_{1}(x) f_{2}(y) f_{3}(t)$, then

$$
\begin{aligned}
L_{x} A_{y} S_{t}[f(x, y, t)] & =\frac{1}{\lambda r} \int_{0}^{\infty} \int_{0}^{\infty} \int_{0}^{\infty} e^{-\left(p x+\lambda y+\frac{t}{r}\right)}\left(f_{1}(x) f_{2}(y) f_{3}(t)\right) d x d y d t \\
& =\int_{0}^{\infty} e^{-p x} f_{1}(x)\left\{\frac{1}{\lambda} \int_{0}^{\infty} e^{-\lambda y} f_{2}(y)\left\{\frac{1}{r} \int_{0}^{\infty} e^{-\frac{t}{r}} f_{3}(t) d t\right\} d y\right\} d x \\
& =L_{x}\left[f_{1}(x)\right] A_{y}\left[f_{2}(y)\right] S_{t}\left[f_{3}(t)\right] .
\end{aligned}
$$

Therefore,

$$
\begin{aligned}
& L_{x} A_{y} S_{t}[\cos (a x) \cos (b y) \cos (c t)]=\frac{p}{\left(p^{2}+a^{2}\right)} \frac{1}{\left(\lambda^{2}+b^{2}\right)} \frac{1}{\left(1+c^{2} r^{2}\right)}, \\
& L_{x} A_{y} S_{t}[\sin (a x) \sin (b y) \sin (c t)]=\frac{a}{\left(p^{2}+a^{2}\right)} \frac{b}{\lambda\left(\lambda^{2}+b^{2}\right)} \frac{c r}{\left(1+c^{2} r^{2}\right)} .
\end{aligned}
$$

### 4.4.3 Applications of Triple Laplace-Aboodh-Sumudu Transform

In this section, we apply the triple Laplace-Aboodh-Sumudu transform operator for solving some kinds of linear partial differential equations.

Example 4.4.3.1. Consider the following boundary Laplace equation

$$
\begin{equation*}
U_{x x}(x, y, t)+U_{y y}(x, y, t)+U_{t t}(x, y, t)=0, \quad(x, y, t) \in \mathbb{R}_{+}^{3}, \tag{4.4.13}
\end{equation*}
$$

subject to the conditions

$$
\begin{cases}U(0, y, t)=0, & U_{x}(0, y, t)=\sin y \sinh \sqrt{2} t  \tag{4.4.14}\\ U(x, 0, t)=0, & U_{y}(x, 0, t)=\sin x \sinh \sqrt{2} t \\ U(x, y, 0)=0, & U_{t}(x, y, 0)=\sqrt{2} \sin x \sin y\end{cases}
$$

## Solution:

Applying triple Laplace-Aboodh-Sumudu transform to the equation gives and by linearity property and partial derivative properties of triple Laplace-Aboodh-Sumudu transform, we get

$$
\begin{align*}
0 & =p^{2} F(p, \lambda, r)-p A_{y} S_{t}[U(0, y, t)]-A_{y} S_{t}\left[U_{x}(0, y, t)\right] \\
& +\lambda^{2} F(p, \lambda, r)-L_{x} S_{t}[U(x, 0, t)]-\frac{1}{\lambda} L_{x} S_{t}\left[U_{y}(x, 0, t)\right] \\
& +\frac{1}{r^{2}} F(p, \lambda, r)-\frac{1}{r^{2}} L_{x} A_{y}[U(x, y, 0)]-\frac{1}{r} L_{x} A_{y}\left[U_{t}(x, y, 0)\right] . \tag{4.4.15}
\end{align*}
$$

Substituting

$$
\begin{aligned}
A_{y} S_{t}\left[U_{x}(0, y, t)\right] & =\frac{\sqrt{2} r}{\lambda\left(\lambda^{2}+1\right)\left(1-2 r^{2}\right)}, L_{x} S_{t}\left[U_{y}(x, 0, t)\right]=\frac{\sqrt{2} r}{\left(p^{2}+1\right)\left(1-2 r^{2}\right)} \\
L_{x} A_{y}\left[U_{t}(x, y, 0)\right] & =\frac{\sqrt{2}}{\lambda\left(p^{2}+1\right)\left(\lambda^{2}+1\right)}
\end{aligned}
$$

in equation (4.4.15) and simplifying, we get

$$
\begin{align*}
F(p, \lambda, r) & =\frac{r^{2}}{\left(p^{2} r^{2}+\lambda^{2} r^{2}+1\right)}\left\{\frac{\sqrt{2}\left(p^{2} r^{2}+\lambda^{2} r^{2}+1\right)}{\lambda r\left(p^{2}+1\right)\left(\lambda^{2}+1\right)\left(1-2 r^{2}\right)}\right\} \\
& =\frac{\sqrt{2} r}{\lambda\left(p^{2}+1\right)\left(\lambda^{2}+1\right)\left(1-2 r^{2}\right)} . \tag{4.4.16}
\end{align*}
$$

Taking the inverse of triple Laplace-Aboodh-Sumudu transform, we get

$$
\begin{align*}
U(x, y, t) & =L_{x}^{-1} A_{y}^{-1} S_{t}^{-1}\left[\frac{\sqrt{2} r}{\lambda\left(p^{2}+1\right)\left(\lambda^{2}+1\right)\left(1-2 r^{2}\right)}\right] \\
& =\sin x \sin y \sinh \sqrt{2} t \tag{4.4.17}
\end{align*}
$$

Which is the required solution of the considered Laplace equation.
Example 4.4.3.2. Consider the following Poisson partial differential equation

$$
\begin{equation*}
U_{x x}(x, y, t)+U_{y y}(x, y, t)+U_{t t}(x, y, t)=2 \sin x \cos y \sinh 2 t,(x, y, t) \in \mathbb{R}_{+}^{3}, \tag{4.4.18}
\end{equation*}
$$

subjected to the conditions

$$
\begin{cases}U(0, y, t)=0, & U_{x}(0, y, t)=\cos y \sinh 2 t  \tag{4.4.19}\\ U(x, 0, t)=\sin x \sinh 2 t, & U_{y}(x, 0, t)=0 \\ U(x, y, 0)=0, & U_{t}(x, y, 0)=2 \sin x \cos y\end{cases}
$$

## Solution:

Applying triple Laplace-Aboodh-Sumudu transform on both sides of equation (4.4.18) and by using properties of triple Laplace-Aboodh-Sumudu transform, then we have

$$
\begin{align*}
\left(p^{2}+\lambda^{2}+\frac{1}{r^{2}}\right) F(p, \lambda, r) & =p A_{y} S_{t}[U(0, y, t)]+A_{y} S_{t}\left[U_{x}(0, y, t)\right]+L_{x} S_{t}[U(x, 0, t)] \\
& +\frac{1}{\lambda} L_{x} S_{t}\left[U_{y}(x, 0, t)\right]+\frac{1}{r^{2}} L_{x} A_{y}[U(x, y, 0)]+\frac{1}{r} L_{x} A_{y}\left[U_{t}(x, y, 0)\right] \\
& +\frac{4 r}{\left(p^{2}+1\right)\left(\lambda^{2}+1\right)\left(1-4 r^{2}\right)} \tag{4.4.20}
\end{align*}
$$

where

$$
L_{x} A_{y} S_{t}[2 \sin x \cos y \sinh 2 t]=\frac{4 r}{\left(p^{2}+1\right)\left(\lambda^{2}+1\right)\left(1-4 r^{2}\right)}
$$

Substituting

$$
\begin{aligned}
A_{y} S_{t}\left[U_{x}(0, y, t)\right] & =\frac{2 r}{\left(\lambda^{2}+1\right)\left(1-4 r^{2}\right)}, \quad L_{x} S_{t}[U(x, 0, t)]=\frac{2 r}{\left(p^{2}+1\right)\left(1-4 r^{2}\right)}, \\
L_{x} A_{y}\left[U_{t}(x, y, 0)\right] & =\frac{2}{\left(p^{2}+1\right)\left(\lambda^{2}+1\right)},
\end{aligned}
$$

in equation (4.4.20), we obtain

$$
\begin{align*}
\left(p^{2}+\lambda^{2}+\frac{1}{r^{2}}\right) F(p, \lambda, r) & =\left\{\frac{4 r}{\left(p^{2}+1\right)\left(\lambda^{2}+1\right)\left(1-4 r^{2}\right)}+\frac{2 r}{\left(\lambda^{2}+1\right)\left(1-4 r^{2}\right)}\right. \\
& \left.+\frac{2 r}{\left(p^{2}+1\right)\left(1-4 r^{2}\right)}+\frac{2}{r\left(p^{2}+1\right)\left(\lambda^{2}+1\right)}\right\} \tag{4.4.21}
\end{align*}
$$

After some simple algebraic operations, we get

$$
\begin{align*}
F(p, \lambda, r) & =\frac{r^{2}}{\left(p^{2} r^{2}+\lambda^{2} r^{2}+1\right)}\left\{\frac{2\left(p^{2} r^{2}+\lambda^{2} r^{2}+1\right)}{r\left(p^{2}+1\right)\left(\lambda^{2}+1\right)\left(1-4 r^{2}\right)}\right\} \\
& =\frac{2 r}{\left(p^{2}+1\right)\left(\lambda^{2}+1\right)\left(1-4 r^{2}\right)} \tag{4.4.22}
\end{align*}
$$

Taking $L_{x}^{-1} A_{y}^{-1} S_{t}^{-1}$ for equation (4.4.22), we get

$$
\begin{align*}
U(x, y, t) & =L_{x}^{-1} A_{y}^{-1} S_{t}^{-1}\left[\frac{2 r}{\left(p^{2}+1\right)\left(\lambda^{2}+1\right)\left(1-4 r^{2}\right)}\right] \\
& =\sin x \cos y \sinh 2 t . \tag{4.4.23}
\end{align*}
$$

Which is the required solution of Poisson equation (4.4.18).
Example 4.4.3.3. Consider the following nonhomogeneous heat equation

$$
U_{t}(x, y, t)=U_{x x}(x, y, t)+U_{y y}(x, y, t)+2 \cos (x+y), \quad(x, y) \in \mathbb{R}_{+}^{2}, \quad t>0,(4.4 .24)
$$

subject to the boundary and initial conditions

$$
\begin{array}{ll}
U(0, y, t)=e^{-2 t} \sin y+\cos y, & U_{x}(0, y, t)=e^{-2 t} \cos y-\sin y \\
U(x, 0, t)=e^{-2 t} \sin x+\cos x, & U_{y}(x, 0, t)=e^{-2 t} \cos x-\sin x \\
U(x, y, 0)=\sin (x+y)+\cos (x+y) \tag{4.4.27}
\end{array}
$$

## Solution:

Applying triple Laplace-Aboodh-Sumudu transform on both sides of Eq. (4.4.24), we have

$$
\begin{equation*}
L_{x} A_{y} S_{t}\left[U_{t}(x, y, t)\right]=L_{x} A_{y} S_{t}\left[U_{x x}(x, y, t)+U_{y y}(x, y, t)+2 \cos (x+y)\right] . \tag{4.4.28}
\end{equation*}
$$

By linearity property and partial derivative properties of triple Laplace-AboodhSumudu transform, we get

$$
\begin{align*}
\frac{1}{r} F(p, \lambda, r)-\frac{1}{r} L_{x} A_{y}[U(x, y, 0)] & =p^{2} F(p, \lambda, r)-p A_{y} S_{t}[U(0, y, t)]-A_{y} S_{t}\left[U_{x}(0, y, t)\right] \\
& +\lambda^{2} F(p, \lambda, r)-L_{x} S_{t}[U(x, 0, t)]-\frac{1}{\lambda} L_{x} S_{t}\left[U_{y}(x, 0, t)\right] \\
& +\frac{2(p \lambda-1)}{\lambda\left(p^{2}+1\right)\left(\lambda^{2}+1\right)} \tag{4.4.29}
\end{align*}
$$

where

$$
L_{x} A_{y} S_{t}[2 \cos (x+y)]=\frac{2(p \lambda-1)}{\lambda\left(p^{2}+1\right)\left(\lambda^{2}+1\right)}
$$

Rearranging the terms, we have

$$
\begin{align*}
F(p, \lambda, r) & =\frac{r}{\left(p^{2} r+\lambda^{2} r-1\right)}\left\{p A_{y} S_{t}[U(0, y, t)]+A_{y} S_{t}\left[U_{x}(0, y, t)\right]+L_{x} S_{t}[U(x, 0, t)]\right. \\
& \left.+\frac{1}{\lambda} L_{x} S_{t}\left[U_{y}(x, 0, t)\right]-\frac{1}{r} L_{x} A_{y}[U(x, y, 0)]-\frac{2(p \lambda-1)}{\lambda\left(p^{2}+1\right)\left(\lambda^{2}+1\right)}\right\} \tag{4.4.30}
\end{align*}
$$

Using double Aboodh-Sumudu transform for equations (4.4.25), double LaplaceSumudu transform for equations (4.4.26) and Double Laplace-Aboodh transform for equation (4.4.27), we obtain

$$
\begin{align*}
A_{y} S_{t}[U(0, y, t)] & =\frac{1}{\lambda\left(\lambda^{2}+1\right)(1+2 r)}+\frac{1}{\left(\lambda^{2}+1\right)}  \tag{4.4.31}\\
A_{y} S_{t}\left[U_{x}(0, y, t)\right] & =\frac{1}{\left(\lambda^{2}+1\right)(1+2 r)}-\frac{1}{\lambda\left(\lambda^{2}+1\right)},  \tag{4.4.32}\\
L_{x} S_{t}[U(x, 0, t)] & =\frac{1}{\left(p^{2}+1\right)(1+2 r)}+\frac{p}{\left(p^{2}+1\right)},  \tag{4.4.33}\\
L_{x} S_{t}\left[U_{y}(x, 0, t)\right] & =\frac{p}{\left(p^{2}+1\right)(1+2 r)}-\frac{1}{\left(p^{2}+1\right)},  \tag{4.4.34}\\
L_{x} A_{y}[U(x, y, 0)] & =\frac{p+\lambda}{\lambda\left(p^{2}+1\right)\left(\lambda^{2}+1\right)}+\frac{p \lambda-1}{\lambda\left(p^{2}+1\right)\left(\lambda^{2}+1\right)} . \tag{4.4.35}
\end{align*}
$$

Substitute equations (4.4.31)-(4.4.35) into equation (4.4.30) and simplify to obtain

$$
\begin{align*}
F(p, \lambda, r) & =\frac{r}{\left(p^{2} r+\lambda^{2} r-1\right)}\left\{\frac{(p+\lambda)\left(p^{2} r+\lambda^{2} r-1\right)}{\lambda r\left(p^{2}+1\right)\left(\lambda^{2}+1\right)(1+2 r)}+\frac{(p \lambda-1)\left(p^{2} r+\lambda^{2} r-1\right)}{\lambda r\left(p^{2}+1\right)\left(\lambda^{2}+1\right)}\right\} \\
& =\frac{p+\lambda}{\lambda\left(p^{2}+1\right)\left(\lambda^{2}+1\right)(1+2 r)}+\frac{p \lambda-1}{\lambda\left(p^{2}+1\right)\left(\lambda^{2}+1\right)} . \tag{4.4.36}
\end{align*}
$$

Taking the inverse triple Laplace-Aboodh-Sumudu transform of equation (4.4.36), we get

$$
\begin{align*}
U(x, y, t) & =L_{x}^{-1} A_{y}^{-1} S_{t}^{-1}\left[\frac{p+\lambda}{\lambda\left(p^{2}+1\right)\left(\lambda^{2}+1\right)(1+2 r)}+\frac{p \lambda-1}{\lambda\left(p^{2}+1\right)\left(\lambda^{2}+1\right)}\right] \\
& =e^{-2 t} \sin (x+y)+\cos (x+y) . \tag{4.4.37}
\end{align*}
$$

Which is the desired solution of (4.4.24).

## CONCLUSION

We solved linear partial differential equations by the double Laplace-Aboodh transform and the double Laplace-Shehu transform. Also, we showed properties of these integrative transforms and proving theorems and their transforms for some basic functions. Therefore, we presented the triple Laplace-Aboodh-Sumudu transform with some of its basic properties and used it in solving linear partial differential equations.

At the end of this thesis, we suggest that researchers continue to research and develop new methods for solving linear and nonlinear partial differential equations, due to the importance of these equations and their multiple applications in various aspects of science.
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